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1 Introduction

1.1 Purpose

The FORS pipeline is a subsystem of T Data Flow SystenDFS). It is used in two operational envi-
ronements, for the ESData Flow OperationdDFO), and for theParanal Science Operation®SO0), in the
quick-look assessment of data, in the generation of mastidaration data, in the reduction of scientific ex-
posures, and in the data quality control. Additionally, EFl@RS pipeline recipes are made public to the user
community, to allow a more personalised processing of thta tam the instrument. The purpose of this
document is to describe a typical FORS data reduction sequeith the FORS pipeline.

This manual is a complete description of the imaging andtepsmopic data reduction recipes reflecting the
status of the FORS pipeline as of 09.09.2008 (version 4.B13his release the direct imaging reduction recipes
are offered for the first time, replacing the old (MIDAS-bdspipeline.

FORSL1 polarimetric and FORS2 echelle data reduction dreissiupported.

1.2 Acknowledgements

The FORS pipeline is based on the CPL developed by the ESO/DFS

The contribution of several people was essential for thenifiein and the implementation of the pipeline, to-
gether with its application to the reduction of FORS1 and BRQRata.

Sabine Moehler (ESO-DFO) extensively tested the data tieatugrocedures by carefully examining their prod-
ucts. Her patient work and great insight have been vitalitopioject.

Discussions with Harald Kuntschner (ST-ECF), Martino Roieo (ESO-DFO), Pascal Ballester (ESO-DFS),
Marguerite Pierre (CEA, Saclay, France), Christophe Ada®M, Marseille, France), Stefano Cristiani (INAF
— Osservatorio Astronomico di Trieste), have been an uadduand continuous source of useful ideas for
improving the spectroscopy related recipes.

Emanuela Pompei, Kieran O'Brien, Emmanuel Jehin, StefaagnBlo, and Gianni Marconi (ESO Paranal
Observatory), also offered suggestions for promptly asking the problems of automatic data reduction.

1.3 Scope and references

This document describes the FORS pipeline used at ESO-Agrand ESO-Paranal for the purpose of data
assessment and data quality control.

Updated versions of the present document may be found on B&j] the work of data reduction, it is very
useful to read also [11]. For general information about tineent instrument pipelines status see [3]. Quality
control information are at [4].

Additional information on the Common Pipeline Library (OPEsorexand Gasganocan be found at [1], [2],
[5], [14], and [15]. A description of the instrument is in [7The FORS instrument user manuals [6], [11], [12],
and [13], can be found in http://www.eso.org/instruméots/doc/.
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[12]
[13]
[14]
[15]
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[17]
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[19]
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[21]

[22]
[23]

[24]

Common Pipeline Library User ManuaV/LT-MAN-ESO-19500-2720.

CPL home pagehttp://www.eso.org/cpl/.

Current pipeline statushttp://www.eso.org/observing/dfo/quality/pipelisgatus.html.

ESO-Data Flow Operation home padattp://www.eso.org/observing/dfo/quality/.

ESOREX home pagéttp://www.eso.org/cpl/esorex.html.

FIMS User Manual VLT-MAN-ESO-13100-2308.

FORS instrument home padattp://www.eso.org/instruments/fors.

FORS1 and FORS2 Instruments Descriptibttp://www.eso.org/sci/facilities/paranal/instrum@fors/inst/.
FORS1 and FORS2 OvervieWwttp://www.eso.org/sci/facilities/paranal/instrum&fors/overview.html.
FORSL1 blue upgradg8]/FactSheet/fors1_E2V_upgrade.html.

FORS1+2 Data Reduction CookbodkL T-MAN-ESO-13100-4030.

FORS1+2 Template User Manu@/LT-MAN-ESO-13100-2309.

FORS1+2 User ManualVLT-MAN-ESO-13100-1543.

GASGANO home pagéttp://www.eso.org/gasgano.

Gasgano User's ManuaNVLT-PRO-ES0-19000-1932.

Pipelines Web Pagéhttp://www.eso.org/pipelines.

E. Bertin. SExtractor v2.5 http://astroa.physics.metu.edu.tr/MANUALS/sextaaugextractor. pdf.

E. Bertin, S. ArnoutsSExtractor: Software for source extractio(l996), A&A Supp. 117, 393-404.

B. W. Holwerda.Source Extractor for Dummiesttp://astroa.physics.metu.edu.tr/MANUALS/sextoatt
Guide2source_extractor.pdf.

K. Horne. An Optimal Extraction Algorithm for CCD Spectroscof$986), PASP 98, 609.

A. U. Landolt. U BV RI Photometric Standard Stars in the Magnitude Rahtyé < V' < 16.0 Around
the Celestial Equator(1992), AJ 104, 340.

M. Fukugita et al.The Sloan Digital Sky Survey photometric systét896), AJ 111, 1748.

P. B. StetsonHomogeneous Photometry for Star Clusters and Resolvedkigaldl. Photometric Standard
Stars (2000), PASP 112, 925-931.

P. B. StetsonStetson Photometric Standard Fieldtp://www3.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/commu
nity/STETSON/standards/, August 2007.



Doc: VLT-MAN-ESO-19500-4106
ESO FORS Pipeline User Manual ~ |!Ssue: Issue 2.C
Date: Date 2008-09-09
Page: 11 of 125

[25] W. Freudling, M. Romaniello, F. Patat, P. Mgller, E. ilgtK. O'Brien. Absolute Photometry with FORS:
The FORS Absolute Photometry Proje¢t. T-TRE-ESO-13100-4006.

[26] W. H. Press et alNumerical Recipes in CSecond Edition (1992).
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2 Overview

In collaboration with instrument consortia, the Data Floyst®ms Department (DFS) of the Data Manage-
ment and Operation Division is implementing data reductipelines for the most commonly used VLT/VLTI
instrument modes. These data reduction pipelines havelioging three main purposes:

Data quality control: pipelines are used to produce the quantitative informatiecessary to monitor instru-
ment performance.

Master calibration product creation: pipelines are used to produce master calibration prodects, (com-
bined bias frames, super-flats, wavelength dispersiorisng).

Science product creation: using pipeline-generated master calibration productsnse products are produced
for the supported instrument modes (e.g., optimally extchspectra, bias-corrected and flat-fielded im-
ages, wavelength-calibrated spectra). The accuracy atikace products is limited by the quality of the
available master calibration products and by the algoiitimplementation of the pipelines themselves.
In particular, adopted automatic reduction strategies nwaype suitable or optimal for all scientific goals.

Instrument pipelines consist of a set of data processinguteedhat can be called from opportune front-end
applications, such as the automatic data management t@olalde on Paranal.

ESO offers two front-end applications for launching pipelirecipes, Gasgano[15] and Esorex[5], both
included in the pipeline distribution. These applicaticas also be downloaded separately from the ESO web
pages (see [14] and [5]). An illustrated introduction to @a® is provided in the "Quick Start" Section of this
manual (see page 15).

The FORS1 and FORS2 instruments and the different typesaofreanes and auxiliary data are described in
Sections 3, 6, and 7.

A brief introduction to the usage of the available reductiegipes usingGasganoor Esorexis presented in
Section 4, and in Section 5 known data reduction probleméistesl, providing also possible solutions; but it
is strongly suggested to read also the pipeline relateibssdn the FORS1+2 Data Reduction Cookbook [11],
which goes even deeper into that.

More details on what are inputs, products, quality contreasured quantities, and controlling parameters of
each recipe is given in Section 9.

More detailed descriptions of the data reduction algorghused by the individual pipeline recipes can be found
in Section 10.

In Appendix A a list of used abbreviations and acronyms igigiv
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3 FORS instruments description

The FORS instruments have been developed under ESO camyrtet Landessternwarte Heidelberg, the Uni-
versity Observatory of Géttingen, and the University Ofatary of Munich.

FORS1 and FORS2 have been made available to the communitstaneld operations in Paranal respectively
on April 1%t, 1999, and April1$t, 2000. The new mosaic CCD detector for FORS2 is used sincehvef,
2002. The new blue mosaic CCD detector for FORS1 is used sipgk7, 2007.

Only a brief description of the instruments is given here. iRore details please refer to [8] and [9].

3.1 Instruments overview

FORS is the visual and near UMOcal Reducer and low dispersidgpectrograph for the VLT.

FORSL1 is a multi mode (imaging, polarimetry, long slit andtiobject spectroscopy) optical instrument placed
at the UT2 Cassegrain focus. FORS1 works in the wavelengiper8300-11000 Angstrom. Two different
magnifications can be used with pixel scales of 0.1"/pixétH(the High Resolution collimator) and 0.2"/pixel
(with the Standard Resolution collimator), on a 2k x 2k Sigtedtor with 24um pixels. The corresponding
field sizes are 3.4’ x 3.4’ and 6.8’ x 6.8’ respectively. Thetdifferent magnifications are chosen by selecting
one of two different collimators, hence each magnificatias to be calibrated independently.

A new CCD mosaic with blue optimised E2V detectors for FOR&4 lleen successfully commissioned the first
week of April 2007. The new detector system consists of twa 2k CCDs (15:m pixel size). With respect
to the FORS2 MIT mosaic, the E2V CCDs provide much higheraese in the blue and UV wavelength range
below 6000 Angstrom, but suffers from strong fringing ab6#©0 Angstrom. The image scale in the default
readout mode (2x2 binning) is 0.125"/pixel in the high ragoh (HR) mode and 0.25"/pixel in the standard
resolution (SR) mode. The field of view in these two modesdspectively, 4.25’ x 4.25 and 6.8’ x 6.8’
(note that the detector area is larger than the field of vies). increased wavelength coverage is achieved
in the spectroscopic modes, thanks to the larger CCD and tre fiexibile mask preparation for multiobject
spectroscopy. Unbinned CCD readout modes are only offenedpplications that specifically require it, and
that are therefore explicitly requested in the proposadag# find more detail in [10].

FORS?2 is offered at UT1 with a detector consisting of a mosaiwo 2k x 4k MIT CCD (15um pixels). The
FORS2 mosaic provides greatly improved red sensitivitye lhometrical properties are the same as for the
new FORS1 CCD mosaic.

Apart from its detector system, FORS2 is mostly identicd#@RS1. The important differences are:

e FORS2 has no polarimetric capability.

o FORS?2 offers an extended set of high-throughput volumeqehbslographic grisms (FORS1 offers only
the 1200B grism).

e FORS2 offers, in addition to the MOS unit of movable slitjetsnask exchange unit (MXU) which can
accommodate up to 10 exchangeable slit masks for multipbpeectroscopy with approximately 80 slits
each.



ESO

FORS Pipeline User Manual

Doc:

VLT-MAN-ESO-19500-4104

)

Issue: Issue 2.0
Date: Date 2008-09-0¢
Page: 14 of 125

e FORS?2 offers High Time resolution (HIT) mode in imaging apearoscopy.
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4 Quick start

This section describes the most immediate usage of the FQit8ne recipes. For a complete list of the
available recipes, please see Section 8, page 50.

4.1 An introduction to Gasgano and Esorex

Before being able to apply pipeline recipes to a set of datagata must be opportunely classified, and associ-
ated with the appropriate calibrations. Tlata Classification consists of tasks such as: "What kind of data
am 1?", e.g., BIAS, "To which group do | belong?", e.g., to atialar Observation Block or templat®ata
Association is the process of selecting appropriate calibration datdahie reduction of a set of raw science
frames. Typically, a set of frames can be associated if thayesa number of properties, such as instrument and
detector configuration. As all the required informationtisred in the FITS headers, data association is based
on a set of keywords (called "association keywords") angéific to each type of calibration.

The process of data classification and association is knevelata organisation. TH2O Categoryis the label
assigned to a data type as a result of data classification.

An instrument pipeline consists of a set of data processiodutes that can be called from different host appli-
cations, either from the command line witbsorex[5], from the automatic data management tools available at
Paranal, or from the graphicabasganotool [14].

Gasganois a data management tool that simplifies the data orgamisptocess, offering automatic data clas-
sification and making the data association easeerf if automatic association of frames is not yet provided
Gasgano determines the classification of a file by applying an instatrspecific rule, while users must pro-
vide this information to the recipes when they are executadually using Esorex from the command line. In
addition, Gasganoallows the user to execute directly the pipeline recipes set af selected files.

4.1.1 Using Gasgano

To get familiar with the FORS pipeline recipes and their @sdigs advisable to begin witlisasgang because
it provides a complete graphic interface for data browsitagsification and association, and offers several other
utilities such as easy access to recipes documentationrafetned data display tools.

Gasganocan be started from the system prompt in the following way:
gasgano &

The Gasganomain window will appear. On Figure 4.1.1 (page 17), a view @etaof FORS2 MXU data is
shown as an examplgsasganocan be pointed to the directories where the data to be haadiddcated using
the navigation panels accessible via thdd/Remove Filegntry of the File menu (shown on the upper left of
the figure).

The data are hierarchically organised as preferred by tbe @dter each file name are shown the observation
date, the classification, the target of the observation tla@drism/filter combination that was used.
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More information about a single frame can be obtained byiclgs on its name: the corresponding FITS file
header will be displayed on the bottom panel, where speafvkrds can be opportunely filtered and searched.
Images and tables may be easily displayed using the viewecified in the appropriat®referencesfields.

Frames can be selected from the main window for being preddsg the appropriate recipe: on Figure 4.1.2,
an MXU arc lamp exposure with a sequence of flat field expostbias frames, a catalogue of reference lines,
and a configuration table, are all selected and sent tddre calib recipe. This will open aGasganorecipe
execution window (see Figure 4.1.3), having all the spetiiies listed in its Input Framespanel.

Help about the recipe may be obtained from tHelp menu. Before launching the recipe, its configuration may
be opportunely modified on thParameterspanel (on top). The window contents might be saved for laser u
by selecting theSave Current Settingentry from the File menu, as shown in figure.

At this point the recipe can be launched by pressingEecutebutton. Messages from the running recipe will
appear on theLog Messagepanel at bottom, and in case of successful completion thdupte will be listed
on the Output Framespanel, where they can be easily viewed and located back caakgano main window.

Please refer to theGasgano User's ManudlL5] for a more complete description of th@asgano interface.
See also [14].
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File ‘ Selected files Tools Help

Add/Remove Files...

[ Show Frame Assoc. ‘Dﬂf'rl“'l grouping ¥ | | collapse ‘ ‘ Find entry: | | V| ‘ find ‘ ‘

LAICET? (AT File I DATE-OBS [ CLASSIFICATION | OBS.TARG.NAME | INS.GRISLMAME | INSFILTL NAME

Unfilter files filtered.

Reclassify FORS2

Refresh U_GOODS_m9_5A

Preferences... —01-23T01:43:24.81 1 fits 2004-01-23T01:42... SCIENCE_MXU GO0Ds_ 9% GRIZ_2001

Quit RS2

% BBl 200115617 Calibration

Bl FORS2.2004-01-23T10:47:55.984 fits 2004-01-23T10:47. . SCREEN_FLAT_MXU CRIS_3001
B FORS2.2004-01-23T10:48:43.827 fits 2004-01-23T10:48 . SCREEN_FLAT_MXU GRIS_3001
Bl FORS2.2004-01-23T10:49:32.498 fits 2004-01-23T10:49... SCREEN_FLAT_MXU GCRI5_2001
Bl FORS2.2004-01-23T10:50:21.910 fits 2004-01-23T10:50... SCREEN_FLAT_MXU GRIS_3001
Bl FORS2.2004-01-23T10:51:08,958 fits 2004-01-23T10:51. .. SCREEN_FLAT_MXU CRIS_3001
Bl FORSZ.2004-01-23T10:52:33.4 30 fits 2004-01-23T10:52... LAMP_MXU GRIS_3001
Bl FORS2.2004-01-23T10:57:58.097 fits 2004-01-23T10:57... Blas
Bl FORS2.2004-01-23T10:58:39.008 fits 2004-01-23T10:58... BIAS
Bl FORS2.2004-01-23T10:59:2 1,199 fits 2004-01-23T10:59... BIAS
Bl FORS2,2004-01-23T11:00:02.505 fits 2004-01-23T11:00... BIAS
Bl FORSZ.2004-01-23T11:00:44.042 fit 2004-D1-23T1100... BlAS

& [Ed Unknown Program

@ [EE Unknown Observation

B FORSZ_ACAT 1200R_95_CGC435 Z1fits 01/01/00 MASTER_LINECAT GRIS_1200R £G435
B FORSZ _GRE_3001_21 _fres_00.fits GRISM _TABLE GRIS_3001 0G590
B FORS2_GRS_1200R_93_GO435_81.fits GCRISM_TABLE GRIS_1200R 5G4zs
B FORSZ_ACAT_3001_21_free_00.fits 01/01/00 MASTER_LINECAT GRIS_3001 0G530
B FORSZ_GRS_2001_25_free_00.fits GRISM_TABLE GRIS_2001
B FORSZ_GRS_3001_21_QGCS90_32 fits GRISM _TABLE CRIS_3001 0G590
B FORSZ_GR5_1501_27 _QC590_32 fits GRISM_TABLE CRIS_1501
B FORSZ_ACAT_2001_28_free_00.fits 01/01/00 MASTER_LINECAT GRIS_2001
B FORSZ_GRS_600I_25_0GS90_32 fits GRISM_TABLE GRIS_6001 [oli-1)
B FORS? ACAT 1028z 29 OC590 32 fits 01/01/00 MASTER_LINECAT GRIS_10282 0G590

fdiska/home/dummy/pipeline/fors-testdata-1.2/FORS2.2004-01- 23T10:48:43.827.fits

FORS2_MXU_CAL023.1.CHIP2.fits SCREEN_FLAT_MXL

Extension: ‘ Find in header: [~ fina |H\ Load Filter | CJ Filter || ©) Auto Display
1]
Kevword | Value

SIMPLE T

BITPDX 16

NAXIS 2

NAXIST 2048

huaxIS2 1034

ORIGIN 50

Figure 4.1.1:The Gasgano main window.
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File d files | Tools Help
= Display...

X To Recipe i Iih lfal-lll grouping " ‘ collapse ‘ ‘ Find entry: | | V| ‘ find ‘ ‘ 13
| RUERIRE ) DATE-0BS [ CLASSIFICATION | _ OBSTARGNAME |  INS.GRSLNAME | [NSFLTLNAME |
= Report... -
@ @ Move...

¢ Cony.. DS_m9_5A

Tar.. 3T01:43:24.811 fits 2004-01-23T0L1:43... SCIENCE_MXU GODDS_8_5 CRIS_Z00I
@ B Run..
% [EE 200115617 Calibration
“ FORS2,2004-01-23T10:47.55.984 fits 2004-01-23T10:47 . SCREEN_FLAT _MXU CRIS_200]
Bl FORS2.2004-01-23T10:48:43,827 fits 2004-01-23T10:48 . SCREEN_FLAT_MXU GRIS_3001
B FoRS2.2004-01-23T10:49:32.4 98 fits 2004-01-23T10;49,.. SCREEM_FLAT_MXU GRIS_200]
Bl FORS2.2004-01-23T10:50:21,910 fits 2004-01-23T10;50... SCREEN_FLAT_MXU GRIS_300]
Bl FoRrs2.2004-01-23T10:51:09.958 fits 2004-01-23T10:51... SCREEN_FLAT_MXU GRIS_300]
Il FOR52,2004-01-23T10:52:33,490 fits 2004-01-23T10:52... LAMP_hxU GRIS:Z00!
'I FORS2,2004-01-23T10:57,58.097 fits 2004-01-23T10:57... BIAS
Bl FORS2.2004-01-23T10:58:39.008 fits 2004-01-23T10:58... BlAY
Bl FoRs2.2004-01-23T10:59:21.199 fits 2004-01-23T10:58... BIAS
II FORS2.2004-01-23T11:00:02,505 fits 2004-01-23T11:00... BIAS
I' FORS2,2004-01-23T11:00:44,042 fits 2004-01-23T11:00... BIAS
@ [Ed Unknown Program
@ [E8 Unknown Observation
B FORS2_ACAT_1200R_93_GG435_81.fits 01/01/00 MASTER_LINECAT GRIS_1200R GG435
B FORS2 GRS 300121 fres 00 fits GRISM_TABLE RIS 200! 06590
B FORS2_GRS_1200R_93_GG435_81 fits GRISM _TABLE GRIS_1200R Co435
B FORS2_ACAT_3001_21 free 00fits 01401400 MASTER_LINECAT GRIS_206) 06590
B FORS2_CRS_2001_28_free 00 fits GRISM_TABLE GRIS_2001
B FORS2_CRS_3001_21_0G590_32.fits GRISM_TABLE GRIS_3001 06590
B FORS2_GRS_1501_27_0G530_32.fits GRISM_TABLE GRIS_1501
E FORS2_ACAT 2001 28 free 00.fits 01j01/00 MASTER_LINECAT CRI5_2 00
H FORS2_GRS_6001_25_0G530_32 fits GRISM_TABLE GRIS_600I 06550
B FORS? ACAT 10282 _29_0G590_32.fits 01/01/00 MASTER_LINECAT GRIS_1028z 0G580 =
{diskahome/ dummy/pipeline/fors-testdata-1.2/FORS2.2004 - 01- 23T10:47:55.984.fits FORS2_MXLU_CALD23.CHIP2.fits SCREEN_FLAT_MXU
Extension: Find in header | v| | find ‘ H| Load Filter . Filter ‘ () Auto Display
4
Keyword | Walue
SIMPLE T
BITPIX 16
NAXIS 2
MNAXISL 2048
NAXIS2 1034
ORIGIN ESO

Figure 4.1.2:Selecting files to be processed by a FORS pipeline recipe.
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_F'm Help
Save Current Settings
Load Current Settings
Clear Current | | ‘%
Close =} Yalue Default | Range 5 7
B R S IR i | ] . = Add to pool
mos.fors_calib. sdegree i 4|
.ddegree =1 -1 @
mos.fors_calib. dradius 10 10 ~
mos.fors _cali, raus 10 10 ==
mos.fors_calib.gc [vi [v]
rinput Frames
Includa | Filename | Classification
¥ |FORS2.2004-01-23T10:58:39.008fits  |BIAS Locate Display -
¥ [FORS2.2004-01-23T10:59:21 199 fits  |BIAS Locate Display
¥ [FORS2.2004-01-23T11:00:02.505.fits  |BIAS Locate Display
[w] (FORS2.21 11-23T11:00:44.042 fits  [BIAS Locate Display
¥ [FORSZ_GRS.2001_21_free_00.fits |GRISM _TABLE Locate Display
[l [FORS2 _ACAT _2001_21_free_00 fits IMASTER_LINECAT | ocate Display -

rProduct Maming

Product Root Directory: !,fdiska;home;dummwpipeline;fors—testdata—1.2| | Erowse

Maming Scheme: | Numeric ¥

o

[ eeane |5

rOutput Frames
Clear
Filename Classification |

_[.JI-_‘Ll[dI_H-_‘ UIUlI_U_[I__[[! _u_UUUU.IIl :D__r’tLI I‘V—\L_I‘\DULUI T AL LUCdlE DS OTdY s
dlisp_coeff_mxu_0000.fts [DISP_COEFFMXU Locate Display =
global_distortion_table_0000.fits |GLOBAL_DISTORTION_TAELE Locate Display
recuced_larmp_mxu_0000.fits |REDUCED_LAMP_M>U Locate Display
wawvelength_map_mxu_0000 fits |y ELEMGTH_MAFP ML Locate Display
spatial_map_mxu_0000 fits |SPATIAL_MAP_MXU | ocate Display
curv_coeff_mxu_0000.fits |CURY _COEFF_MXU Locate Display
slit_location_mxu_0000 fits SLIT_LOCATION_MxU | ocate Display: -

rLog Messages

15:40:34 [ INFO | EMSfor 9784.50; 0.110 pixel {70& paints)
15:40:24 [INFO ] EMS for 108320.17: 0.281 pixel (343 paints)
15:40:34 [ INFO | EMS for 10857.30: 0,433 pixel (342 points)
154024 [INFO | Mean residual 0151128 pixel

15:40:24 [ INFO | Mean model accuracy: 0.059527 pixel (0.150519 4
15:40:24 [INFO ] Mean spectral resolution: 869,76

15:40:24 [INFO | Mean reference lines FWHM: 385 + /- 0.09 pixel
15:40:24 [ INFO_] _Sawing SPECTRAL_RESCLUTION MU table to disk,

Figure 4.1.3.The Gasgano recipe execution window.
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4.1.2 Using Esorex

Esorexis a command line utility for running pipeline recipes. Ityrta&e embedded by users into data reduction
scripts for the automation of processing tasks. On the aildet Esorexdoes not offer all the facilities available
with Gasgang and the user must classify and associate the data usingftreation contained in the FITS
header keywords (see Section 6.1, page 35). The user sHealthke care of defining the input set-of-frames
and the appropriate configuration parameters for eachaeaip

The set-of-frames: Each pipeline recipe is run on a set of input FITS data files.ekVasing Esorex the
filenames must be listed together with their DO category iASRII file, the set-of-frames(SOF), that

is requ

ired when launching a recipe.

Here is an example of SOF, valid for tHers_calib recipe:

FORSL1.
FORSL1.
FORSL1.
FORSL.
FORSL1.
FORSL.

YA
YA

2006- 05- 10T12: 58: 27. 122. fits SCREEN FLAT_MOS

2006- 05- 10T12: 59: 45. 326. fits SCREEN FLAT MOS

2006- 05- 10T13: 00: 20. 930. fits SCREEN FLAT MOS

2006- 05- 10T13: 01: 17. 711. fits SCREEN FLAT MOS

2006- 05- 10T13: 02: 14. 559. fi t s SCREEN_FLAT_MOS

2006- 05- 10T13: 03: 37.926.fits LAMP_MOS

/ cal | FORS1_MBI AS. fits MASTER Bl AS

/ cal / FORS1_ACAT 3001 11 0G590_72.fits MASTER LI NECAT

This file contains the name of each input frame, and its DOgeage The launched pipeline recipe will
access the listed files when required by the reduction akgori

Note that the FORS pipeline recipes do not verify in any waydbrrectness of tHeO Categoryspecified

by the user in the SOF. The reason of this lack of control it FORS recipes are just the DRS com-

ponent of the complete pipeline running on Paranal, wheraabk of data classification and association
is carried out by separate applications. Moreover, usBasganoas an interface to the pipeline recipes

will always ensure a correct classification of all the dagarfes, assigning the appropriate DO category
to each one of them (see Section 4.1.1, page 15).

A recipe handling an incorrect SOF may stop or display umaear messages at best. In the worst cases,
the recipe would apparently run without any problem, praaicesults that may look reasonable, but are
actually flawed.

Esorex syntax: The basic syntax to udesorexis the following:

esorex [esorex_options] recipe_nane [recipe_options] set_ of frames

To get more information on how to customiBsorex(see also [5]) run the commands:

esorex -man
esorex -help
esorex -par

1The set-of-frames corresponds to thgut Framespanel of the Gasganorecipe execution window (see Figure 4.1.3, page 19).
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To generate a configuration file esorex.rc in the director@$HE/.esorex run the command:

esorex -create-config

A list of all available recipes, each with a one-line dedwip, can be obtained using the command:

esorex -recipes

All recipe parameters (aliases) and their default valuesbeadisplayed by the command

esorex -parans reci pe_name

To get a brief description of each parameter meaning exd¢iesateommand:

esorex -hel p reci pe_nane

To get more details about the given recipe use the commands:

esorex -nman reci pe_nane
esorex -help reci pe_nane
esorex -par recipe_nane

Recipe configuration: Each pipeline recipe may be assigned &sorex configuration file, containing the

default values of the parameters related to that recipee configuration files are normally generated in
the directory $HOVE/ . esor ex, and have the same name as the recipe to which they are relatied
the filename extensionr c. For instance, the reciptors_calib has its Esorex default configuration file
namedf ors_cal i b. r c, generated with the command:

esorex -create-config fors_calib

If a number of recipe parameters are specified on the comnivamdthe given values will be used in the
created configuration file.

The definition of one parameter in the configuration file mapkltke this:

# --slit_ident
# Attenpt slit identification for MOS or MXU.
nos.fors_calib.slit_ident=TRUE

2The Esorex recipe configuration file corresponds to tRarameterspanel of the Gasganorecipe execution window (see Figure
4.1.3, page 19).
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In this example, the parameteros. fors_cal i b. sl it_i dent is set to the valueTRUE. In the
configuration file generated b¥sorex one or more comment lines are added containing information
about the possible values of the parameter, and an aliasdblt be used as a command line option.

The recipes provided by the FORS pipeline are designed tteimgnt a cascade of macro data reduction
steps, each controlled by its own parameters. For this neasd to prevent parameter name clashes it
is specified as parameter prefix not only the instrument narhalfo the name of the step they refer to.

Shorter parameter aliases are made available for use ooiti@mand line.

A description of the recipe parameters is provided in Sacigage 59.

Recipe execution: A recipe can be run by specifying its hame tsorex together with the name of a set-
of-frames. For instance, the following command line wouddused to run the recipdors_calib for
processing the files specified in the set-of-franoed . sof :

esorex fors_calib cal.sof

The recipe parameters can be modifyed either by editingtlirthe used configuration file, or by specify-
ing new parameter values on the command line using the conhfimenoptions defined for this purpose.
Such command line options should be inserted after thega@me and before the SOF name, and they
will supersede the system defaults and/or the configuréitmsettings. For instance, to set tifiers_calib
recipe slit_ident parameter tof al se, the following may be typed:

esorex fors_calib -slit_ident=fal se cal.sof

For more information orEsorex see [5].

4.2 Example of imaging data reduction using Esorex

In the following, a typical FORS1 imaging data reduction qadure is describetl. It is assumed that the
following data are available:

One scientific exposure:

FORS1. 2007- 08- 30T23: 41: 28. 745.fits

Four sky field exposures:

FORS1. 2007- 08- 30T23: 01: 46. 059.fits
FORS1. 2007- 08- 30T23: 02: 22. 453. fits
FORS1. 2007- 08- 30T23: 02: 59. 897.fits
FORS1. 2007- 08- 30T23: 03: 38. 441.fits

3The procedure usingsasganois conceptually identical.

SCl ENCE_| MG

SKY_FLAT_| MG
SKY_FLAT_| MG
SKY_FLAT | MG
SKY_FLAT_| MG
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One standard star field exposure:
FORS1. 2007- 08-30T23: 19: 47.455.fits STANDARD | MG

Five bias exposures:

FORS1. 2007- 08- 30T10: 03: 01. 111.fits Bl AS
FORS1. 2007- 08- 30T10: 03: 29. 714.fits Bl AS
FORS1. 2007- 08- 30T10: 03: 56. 637.fits Bl AS
FORS1. 2007- 08- 30T10: 04: 24. 850.fits Bl AS
FORS1. 2007- 08- 30T10: 04: 51. 253.fits Bl AS

Allthe listed data are meant to be obtained from the same B@RIB, with the same filter in use, same binning,
readout method, etc.. In this example it is assumed that RtBESS is in use on chip "Norma III" (this is
important for the association of the appropriate statitcation tables to the raw input data to be processed).

In the following, it is also assumed for simplicity that, imet Esorex configuration file, the flagsuppress-
prefix is set to TRUE, so that the product file names will just be identical to tigeoduct categories, with an
extension . fi ts. Moreover, it is assumed that all the handled files (input @noducts) are located in the
current directory. The only exception is represented bysthadard calibration tables (e.g., line catalogues),
that here are assumed to be located undexl / f or s1.

In order to produce a master bias calibration, the rediprs_bias should be used (see Section 9.1, page 59).
The input SOF may be defined as follows:

File: bias.sof

FORS1. 2007- 08- 30T10: 03: 01. 111.fits Bl AS
FORS1. 2007- 08- 30T10: 03: 29. 714.fits Bl AS
FORS1. 2007- 08- 30T10: 03: 56. 637.fits Bl AS
FORS1. 2007- 08- 30T10: 04: 24. 850.fits Bl AS
FORS1. 2007- 08- 30T10: 04: 51. 253.fits Bl AS

This is the list of the raw bias frames meant to be used for thdyztion of the master bias calibration.

The following command line can now be given at the shell promp
esorex fors_bias bias. sof

Just one product is created on disk:

master_bias.fits: master bias calibration.

Different stacking methods are available and may be spdaifiethe command line: the default is to stack
frames rejecting the highest and lowest pixel values avegafe rest.
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A twilight sky flat master calibration is produced using tkeipe fors_img_sky flagsee Section 9.4, page 64).
The input SOF may be defined as follows:

File: flat.sof
FORS1. 2007- 08-30T23: 01: 46. 059. fits SKY_FLAT | MG
FORS1. 2007- 08- 30T23: 02: 22. 453.fits SKY_FLAT_I MG
FORS1. 2007- 08-30T23: 02: 59.897.fits SKY_FLAT | MG
FORS1. 2007- 08- 30T23: 03: 38.441.fits SKY_FLAT_I MG
master _bias.fits MASTER_BI AS

This is the list of the twilight sky exposures meant to be usedhe production of the flat field calibration, and
the bias master calibration previously created wibhs_bias

The following command line can now be given at the shell promp
esorex fors_ing_sky flat flat. sof

Just one product is created on disk:
master_sky flat_img.fits: twilight sky master calibration.

Different stacking methods are available and may be spddifiethe command line: the default is to median-
stack the input frames (after normalisation of each framtstown median value).

At this point, with a flat and a bias, it is possible to reduceiargific exposure. This is done with the recipe
fors_img_sciencésee Section 9.5, page 64), defining the following inputddtames:

File: sci.sof

FORSL. 2007- 08- 30T23: 41: 28. 745.fits SCl ENCE_I MG

master _bias.fits MASTER BI AS
master_sky flat_ing.fits MASTER_SKY_FLAT_I MG
/cal/forsl/forsl Norma_phot.fits PHOT _TABLE

The so-called photometric table (PHOT_TABLE) carries infation about the atmospheric extinction and spec-
tral corrections for any of the available standard filtews itistrument is equipped with. This recipe uses only
the atmospheric extinction, for correcting measuiiedtrumental magnitudes of detected objects to airmass
zero.

The following command line can now be given at the shell promp
esorex fors_ing_science sci.sof

A number of products are created on disk, mainly for chechpsgs:

science_reduced_img.fitsireduced scientific frame.
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phot_background_imag.fits: background map.
object_table_sci_imag.fits: properties of detected objects.
sources_sci_img.fits:complete source detection output (SExtractor [18]).

If a standard star field exposure is available it is possiblansform the measured instrumental magnitudes
into physical magnitudes. The recigers_zeropoin{see Section 9.6, page 68), with the following input set-of-
frames, would produce a zeropoint for the standard stardrdmopefully valid for the scientific frame too):

File: std.sof

FORS1. 2007- 08- 30T23: 19: 47. 455. fits STANDARD_| MG

master _bias.fits MASTER_BI AS

master _sky flat _ing.fits MASTER SKY_FLAT | MG
/cal/forsl/forsl Nornma _phot.fits PHOT _TABLE
/cal/forsl/landolt_std UBVRI .tfits FLX STD | MG
/cal/forsl/stetson_std_BVRI.fits FLX_STD | MG

The same master and static calibration files used for thatfatedata reduction are used here. In addition to
that, at least one photometric standard stars catalogué (FLD IMG) must be specified.

Currently the Landolt and the Stetson catalogues are stgghaf both are specified in input, as in this example,
the information will be merged into a single table, elimingtcommon entries by choosing the ones with
the smallest magnitude error. It should be noted that usmglg&neously two different catalogues carries a
significant risk to produce inconsistent results, as thenitades are not derived with the same method in both
catalogues, and as a consequence common stars can diffprtoy0l2 magnitudes. The use of two catalogues
is therefore strongly discouraged.

The following command line will execute the recipe:
esorex fors_zeropoint std. sof

A number of products are created on disk, mainly for chechpses:

standard_reduced_imag.fits: reduced standard field exposure.
phot_background_imag.fits: background map.

aligned_phot.fits: properties of detected standard stars.
sources_std_img.fits:complete source detection output (SExtractor [18]).
debug.fits: image with marked detected sources expected standard stars.
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4.3 Example of MOS/MXU data reduction using Esorex

The processing of both MXU and MOS FORS1/2 data is identited:only difference lays in the suffix, either
_MXU or _MOS, assigned to the DO categories of input and duifes. It should also be noted that a MOS
observation might be performed setting the same offet tthalklitlets: in this specific case, the aligned slitlets
are perfectly equivalent to a single long-slit, which isqassed in a slightly different way from what is described
in this Section. A description of this specific case, namiéygrocessing of LSS and LSS-like observations, is
given in the next Section.

In the following, a typical FORS2 MXU data reduction proceglis described.
It is assumed that the following data are available:

One scientific exposure:
FORS2. 2004- 09- 27T02: 39: 11. 479.fits SCI ENCE_MXU

Three flat field exposures obtained with the mask used fordiemtific exposure:

FORS2. 2004- 09- 27T18: 59: 03. 641.fits SCREEN_FLAT_MXU
FORS2. 2004- 09- 27T19: 00: 07. 828.fits SCREEN_FLAT_MXU
FORS2. 2004- 09- 27T19: 01: 14. 252. fits SCREEN_FLAT_MXU

One arc lamp exposure obtained with the mask used for thet#iieexposure:
FORS2. 2004- 09-27T19:13: 03.631.fits LAMP_MXU

Five bias exposures:

FORS2. 2004- 09- 27T08: 00: 27. 821.fits Bl AS
FORS2. 2004- 09- 27T08: 01: 05. 604.fits Bl AS
FORS2. 2004- 09- 27T08: 01: 44. 091. fits Bl AS
FORS2. 2004- 09- 27T08: 02: 22. 070. fits Bl AS
FORS2. 2004- 09- 27T08: 03: 01. 042. fits Bl AS

All the listed data are meant to be obtained from the same FRX3iRp, with the same grism and filter in use.
In this example it is assumed that respectively grism 30@Ifdter OG590 are in use (this is important for the
association of the appropriate static calibration talaté raw input data to be processed).

In the following, it is also assumed for simplicity that, imet Esorex configuration file, the flagsuppress-
prefix is set to TRUE, so that the product file names will just be identical to tigeoduct categories, with an
extension . fi ts. Moreover, it is assumed that all the handled files (input @noducts) are located in the
current directory. The only exception is represented bysthadard calibration tables (e.g., line catalogues),
that here are assumed to be located uhdex! / f or s2.

“The procedure usingsasganois conceptually identical.
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In order to process the calibration exposures availabléh@rscientific observation, the recipers_calib is
used (see Section 9.8, page 76). The input SOF may be defifieltbas:

File: cal.sof

FORS2. 2004- 09- 27T08: 00: 27.821.fits Bl AS

FORS2. 2004- 09- 27T08: 01: 05.604.fits Bl AS

FORS2. 2004- 09-27T08: 01: 44.091.fits Bl AS

FORS2. 2004- 09- 27T08: 02: 22. 070.fits Bl AS

FORS2. 2004- 09-27T08: 03: 01. 042.fits Bl AS

FORS2. 2004-09- 27T18:59: 03.641.fits SCREEN FLAT MXU
FORS2. 2004- 09-27T19: 00: 07.828.fits SCREEN_FLAT_ MXU
FORS2. 2004- 09- 27T19: 01: 14. 252. fits SCREEN FLAT MXU
FORS2. 2004-09-27T19: 13: 03.631.fits LAMP_MXU

/ cal / f or s2/ FORS2_ACAT 3001 21 _0G590_32.fits MASTER LI NECAT
/cal / f ors2/ FORS2_GRS_3001 21 _0G590 32.fits GRI SM TABLE

The input BIAS frames are used to generate a median bias fitzathés internally subtracted from all the input
raw images, and eventually written to disk for further usemaster bias frame may also be produced using
the recipe fors_bias (described in the imaging data reduction Section 4.2), oothgr means (taking care of
trimming the overscan regions from the final result). Thisiggvoduced master bias frame may be specified in
input instead of the sequence of raw BIAS frames, using th&tASTER_BIAS:

File: cal.sof
master _bias.fits MASTER BI AS
FORS2. 2004- 09-27T18:59: 03.641.fits SCREEN_FLAT_ MXU
FORS2. 2004- 09- 27T19: 00: 07.828.fits SCREEN_FLAT_ MXU
FORS2. 2004- 09- 27T19: 01: 14. 252. fits SCREEN_FLAT_MXU
FORS2. 2004- 09-27T19: 13: 03.631.fits LAMP_MXU

/ cal / f or s2/ FORS2_ACAT 3001 21 _0G590_32.fits MASTER LI NECAT
/cal / f ors2/ FORS2_GRS_3001 21 _0G590 32.fits GRI SM TABLE

The MASTER_LINECAT and the GRISM_TABLE are static calibost tables that are available in the cali-
bration directories delivered with the pipeline recipebeTile FORS2 ACAT 3001 _21 OG590 32.fits is the
default catalogue of reference arc lamp lines for grism 201 filter OG590 of the FORS2 instrument. This
catalogue may be replaced with alternative ones providdatidoyser, if found appropriate.

The FORS2_GRS 3001_21 OG590 32.fits table contains faeltddors_calib recipe configuration param-
eters for grism 300! and filter OG590 of the FORS2 instruméthis file is not specified, appropriate values
for the parameters must be set in the command line or ik foeexconfiguration file.

The following command line can now be given at the shell promp
esorex fors_calib cal. sof

Several products are created on disk, mainly for check pagfo The products which are necessary for the
scientific data reduction are the following:
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master_bias.fits: master bias frame, produced only in case a sequence of rafy 8tposures was
specified in input.

master_norm_flat_mxu.fits: normalised flat field image.
slit_location_mxue.fits: slit positions on the CCD.

curv_coeff_mxu.fits: coefficients of the spatial curvature fitting polynomials.
disp_coeff_mxu.fits: coefficients of the wavelength calibration fitting polynasi

Products for checking the quality of the result are:

master_screen_flat_mxu.fits:sum of all the input flat field exposures.

curv_traces_mxu.fits: table containing thg CCD positions of the detected spectral edges at dif-
ferentz CCD positions, compared with their modeling.

delta_image_mxau.fits: deviation from the linear term of the wavelength calibmtfating poly-
nomials.

disp_residuals_mxu.fits: residuals for each wavelength calibration fit.

disp_residuals_table_mxu.fits: table containing different kinds of residuals for a sampleave-
length calibration fits.

global_distortion_table.fits: table containing the modeling of the coefficients listechimeurv_coeff_mxu.fits
and disp_coeff_mxu.fits tables, only produced if more thaslits are available.

reduced_lamp_mxu.fits: rectified and wavelength calibrated arc lamp image.

spectra_detection_mxu.fits: result of preliminary wavelength calibration applied te ithput arc
lamp exposure, produced only if the recipe configuratioheek is set.

wavelength_map_mxu.fits: map of wavelengths on the CCD.

spatial_map_mxu.fits: map of spatial positions on the CCD.

slit_map_mxu.fits: map of the grism central wavelength.

spectra_resolution_mxu.fits: mean spectral resolution for each reference arc lamp line.

Now the scientific frame can be processed, and for this thpeeiors_scienceis used (see Section 9.9, page
92). The following set-of-frames file may be created:

File: sci.sof
FORS2. 2004- 09- 27T02: 39: 11. 479.fits SClI ENCE_MXU
master _bias.fits MASTER_BI AS
master_normflat _nmxu.fits MASTER NORM FLAT MXU
di sp_coeff_mxu.fits DI SP_COEFF_MXU
curv_coeff nxu.fits CURV_COEFF_IMXU
slit_location_mxu.fits SLI T_LOCATI ON_MXU

/ cal / fors2/ FORS2_GRS 3001 21 0G590_32.fits GRI SM TABLE
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Note that the same (optional) GRISM_TABLE specified in thal . sof file is used here. This is advisable,
even if not really mandatory.

With the following command:
esorex fors_science sci. sof
the following products are created on disk:

mapped_all_sci_mxu.fits: image with rectified and wavelength calibrated slit spectra
mapped_sci_mxu.fits: image with rectified, wavelength calibrated, and sky subdislit spectra.
mapped_sky_ sci_mxu.fits:image with rectified and wavelength calibrated slit sky $@ec
unmapped_sci_mxu.fits:image with the sky subtracted scientific spectra on the CCD.
unmapped_sky sci_mxu.fits:image with the modeled sky spectra on the CCD.

object_table_sci_mxu.fits: slit positions on the CCD, on the mapped images, and positibthe
detected objects within the slits.

reduced_sci_mxu.fits:image with extracted objects spectra.
reduced_sky_ sci_mxu.fits:image with sky corresponding to the extracted objects spect

reduced_error_sci_mxu.fits: image with the statistical errors corresponding to theaetéd ob-
jects spectra.

sky_shifts_slit_sci_mxu.fits: table containing the observed sky lines offsets that weesl dier
adjusting the input wavelength solutions, only createléfgky line alignment was requested.

wavelength_map_sci_mxu.fits:map of wavelengths on the CCD, only created if the sky line
alignment was requested.

disp_coeff_sci_mxu.fits: wavelength calibration polynomials coefficients aftegainent of the
solutions to the position of the sky lines, only created & #iky line alignment was requested.

Currently there is no support for a spectro-photometritcation. Standard star spectra are reduced in a similar
fashion, applying the long-slit data reduction strafetpat is described in the next Section.

SStandard star observations are typically performed in L®8anor in MOS mode with all slitlets at the same offset.
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4.4 Example of FORS2 long-slit data reduction using Esorex
Long-slit observations are those which are performed eitheSS mode or in MOS mode with the same offset
applied to all slitlets, and are used both for scientific aalibcation (standard star) purposes.

The algorithms applied for data processing are slightlfedéht from those applied in the case of a generic
MOS/MXU observation: for instance, more robust methods lmamused for the alignment of the dispersion
solution to the sky line positions, thanks to the avail&pitif a larger and more homogeneous statistical sample.
Moreover, since the slit is long, its ends are far apart apit&jly not visible in the detector, and therefore they
cannot be used to determine a reliable spatial curvaturgiaoi for this reason the spatial curvature related
products are not creatéd.

In the following example a FORS2 LSS observation of a stahdtar is processed.
It is assumed that the following data are available:

One standard star exposure:
FORS2. 2004- 09- 27T03: 12: 12. 006. fits STANDARD LSS

Three flat field exposures obtained with the mask used fortémelard star exposure:

FORS2. 2004- 09- 27T19: 22: 22. 308. fits SCREEN_FLAT_LSS
FORS2. 2004- 09- 27T19: 23: 14. 722. fits SCREEN_FLAT_LSS
FORS2. 2004- 09- 27T19: 24: 52. 651. fits SCREEN_FLAT_LSS

One arc lamp exposure obtained with the mask used for thdastdustar exposure:
FORS2. 2004- 09- 27T19: 33: 44. 097.fits LAMP_LSS

Five bias exposures:

FORS2. 2004- 09- 27T08: 00: 27. 821.fits Bl AS
FORS2. 2004- 09- 27T08: 01: 05. 604.fits Bl AS
FORS2. 2004- 09- 27T08: 01: 44. 091. fits Bl AS
FORS2. 2004- 09- 27T08: 02: 22. 070.fits Bl AS
FORS2. 2004- 09- 27T08: 03: 01. 042. fits Bl AS

All the listed data are meant to be obtained from the same ROR®, with the same grism and filter in use
(respectively 3001 and OG590 in this example).

In the following, it is also assumed for simplicity that, imet Esorex configuration file, the flagsuppress-
prefix is set to TRUE, so that the product file names will just be identical to thpeoduct categories, with an
extension . fi ts. Moreover, it is assumed that all the handled files (input @noducts) are located in the

®In a future release it will be possible to import a curvatukison obtained from appropriate calibration masks
’In case of a scientific observation the DO categories woulth®same, just replacing STANDARD with SCIENCE, and STD with
SCI.
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current directory. The only exception is represented bysthadard calibration tables (e.g., line catalogues),
that here are assumed to be located undexl / f or s2.

In order to process the calibration exposures availabléhfostandard star observation, the recipes_calib is
used (see Section 9.8, page 76). The input SOF may be defifieitbass:

File: cal.sof

FORS2. 2004- 09- 27T08: 00: 27.821.fits Bl AS

FORS2. 2004- 09-27T08: 01: 05.604.fits Bl AS

FORS2. 2004- 09- 27T08: 01: 44. 091.fits Bl AS

FORS2. 2004- 09- 27T08: 02: 22. 070.fits Bl AS

FORS2. 2004- 09- 27T08: 03: 01. 042.fits Bl AS

FORS2. 2004- 09- 27T19: 22: 22. 308.fits SCREEN FLAT LSS
FORS2. 2004- 09-27T19: 23: 14. 722. fits SCREEN_FLAT LSS
FORS2. 2004- 09- 27T19: 24: 52.651.fits SCREEN FLAT LSS
FORS2. 2004- 09-27T19: 33: 44.097.fits LAMP_LSS

/ cal / f or s2/ FORS2_ACAT 3001 21 _0G590_32.fits MASTER LI NECAT
/cal / f or s2/ FORS2_GRS_3001 21 0G590 32.fits GRI SM TABLE

The input BIAS frames are used to generate a median bias fitzathés internally subtracted from all the input
raw images, and eventually written to disk for further usemaster bias frame may be also produced using
other means (taking care of trimming the overscan regiam the final result). This own-produced master bias
frame may be specified in input instead of the sequence of tA8 Bames, using the tag MASTER_BIAS:

File: cal.sof
master _bias.fits MASTER BI AS
FORS2. 2004- 09- 27T19: 22: 22. 308. fits SCREEN _FLAT LSS
FORS2. 2004- 09- 27T19: 23: 14. 722.fits SCREEN_FLAT_LSS
FORS2. 2004- 09- 27T19: 24: 52. 651. fits SCREEN _FLAT LSS
FORS2. 2004- 09- 27T19: 33: 44.097.fits LAMP_LSS

/ cal / f or s2/ FORS2_ACAT 3001 21 _0G590_32.fits MASTER LI NECAT
/ cal / fors2/ FORS2_GRS_ 3001 21 0OG590 _32.fits GRlI SM TABLE

The MASTER_LINECAT and the GRISM_TABLE are static caliboat tables that are available in the cali-
bration directories delivered with the pipeline recipebeTile FORS2_ACAT_300l_21 OG590_32.fits is the
default catalogue of reference arc lamp lines for grism 20@l filter OG590 of the FORS2 instrument. This
catalogue may be replaced with alternative ones providatidyser, if found appropriate.

The FORS2_GRS 3001_21 OG590 32.fits table contains faeltddors_calib recipe configuration param-
eters for grism 300! and filter OG590 of the FORS2 instrumétthis file is not specified, appropriate values
for the parameters must be set in the command line or ik foeexconfiguration file.

The following command line can now be given at the shell promp

esorex fors_calib cal. sof
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Several products are created on disk, mainly for check pafo The products which are necessary for the
scientific data reduction are the following:

master_bias.fits: master bias frame, produced only in case a sequence of rafy 8tposures was
specified in input.

master_norm_flat_lss.fits: normalised flat field image.
slit_location_lss.fits: slit positions on the CCD.
disp_coeff_lss.fits: coefficients of the wavelength calibration fitting polynaitsi

Products for checking the quality of the result are:

master_screen_flat_Iss.fits:sum of all the input flat field exposures.

delta_image_lss.fits:deviation from the linear term of the wavelength calibnatfdting polyno-
mials.

disp_residuals_lIss.fits:residuals for each wavelength calibration fit.

disp_residuals_table_lIss.fits:itable containing different kinds of residuals for a samglevave-
length calibration fits.

reduced_lamp_Iss.fits:wavelength calibrated arc lamp image.
wavelength_map_lIss.fits:map of wavelengths on the CCD.
spectra_resolution_Iss.fits:mean spectral resolution for each reference arc lamp line.

Now the scientific frame can be processed, and for this thpeeiors_scienceis used (see Section 9.9, page
92). The following set-of-frames file may be created:

File: sci.sof
FORS2. 2004- 09- 27T03: 12: 12. 006. fits STANDARD LSS
master _bias.fits MASTER_BI AS
master_normflat Iss.fits MASTER NORM FLAT LSS
di sp_coeff Iss.fits Dl SP_COEFF_LSS
slit location Iss.fits SLI T_LOCATI ON_LSS

/ cal / for s2/ FORS2_GRS 3001 _21_0G590_32.fits GRI SM TABLE

Note that the same (optional) GRISM_TABLE specified in thal . sof file is used here. This is advisable,
even if not really mandatory.

With the following command:
esorex fors_science sci. sof

the following products are created on disk:
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mapped_all_std_lss.fits:image with wavelength calibrated slit spectra.
mapped_std_Iss.fits:image with wavelength calibrated and sky subtracted stitsp.

object_table_std_lss.fits:slit positions on the CCD, on the mapped images, and positibrthe
detected objects within the slits.

reduced_std_lss.fits:image with extracted objects spectra.
reduced_sky_std_Iss.fits:image with sky corresponding to the extracted objects spect

reduced_error_std_lIss.fits: image with the statistical errors corresponding to theaetéd objects
spectra.

sky_shifts_long_std_lIss.fits:table containing the observed sky lines offsets that weesl dier
adjusting the input wavelength solutions, only createléfgky line alignment was requested.

wavelength_map_std_Iss.fits:map of wavelengths on the CCD, only created if the sky lingrali
ment was requested.

disp_coeff_std_Iss.fits:wavelength calibration polynomials coefficients aftegathent of the so-
lutions to the position of the sky lines, only created if thg Bne alignment was requested.

Currently no comparison is made with catalogue standardsgectra for the computation of a spectroscopic
response curve.
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5 Known Problems

Development work is still ongoing, as these recipes do nbsygport important tasks such as the combination
of a sequence of scientific exposures, or the determinafispeztral response curves.

The automatic spectral sky subtraction is not guaranteadimays work well, especially in the case of LSS or
LSS-like data, or with too short MXU slits (dominated by thmaission of the target): the presence of extended
objects on slit would make it difficult to determine the skgrsl to subtract.

Occasionally spectra may be lost to the pattern-matchiggrighm: such cases will require some iteration,
running the data reduction recipes with different parameédtings or editing the reference arc lamp lines
catalogue (adding more lines, if available).

The alignment of the wavelength calibration solution to shg-lines does not give good results at very low
spectral resolution (R < 300, which is always the case withngrl50I in FORS1 and FORS2, even at slit
widths less than 1").

The spatial curvature is not modeled for long-slit dataaloee it is not directly observable. This will be partially
solved in the next pipeline release by applying predefinatddlas, fixed) spatial curvature models. A complete
solution to this problem will probably never be available.

FORSL1 polarimetric and FORS2 echelle data reduction dreissiupported.
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6 Instrument Data Description

This Section mainly deals with the appropriate classificatf data used by the pipeline. This is done automat-
ically by Gasganq[14], but not by Esorex[5]. If the pipeline user has already classified their FIT&sfi(in
biases, flat fields, science frames, etc.), there is no neesetthe formal classification rules described in this
Section.

The data handled by the FORS pipeline can be separatethintitames andalib frames.Rawframes are the
unprocessed output of the FORS instrument observatiorike edlib frames are anything else: either the result
of the FORS pipeline processing (as reduced frames, magileration frames, etc.), or obtained in other ways
(as standard stars catalogues, lists of grism charaatsristc.).

Any raw or calib frame can be classified on the basis of a set of keywords reaxifs header. Data classification
is typically carried out by the DO or byGasgang which apply the same set of classification rules. The
association of a raw frame with calibration datag of a science frame with a master bias frame) can be
obtained by matching the values of appropriate sets of méayavords.

Each kind ofraw frame is typically associated to a single FORS pipelinepedi.e., the recipe assigned to the
reduction of that specific frame type. In the pipeline enwinent this recipe would be launched automatically.
In some cases two recipes are assigned, one meant for thetiosdof a single frame of that type, and the other
for the reduction of astack of frames of the same type, as happens in the case of jitteredce observations.

A calib frame may be input to more than one FORS pipeline recipe ooy be created by just one pipeline
recipe (with the same exceptions mentioned above). In ttaratic pipeline environment @alib data frame
alone would not trigger the launch of any recipe.

In the following all raw FORS data frames are listed, togethith the keywords used for their classification
and correct association. The indicate® categoryis a label assigned by the online pipeline system to any data
type after it has been classified, which is then used to ifyet@ frames listed in th8et of Framegsee Section
4.1.2, page 20).

Thecalib frames produced by the pipeline are listed in the descriifdhe individual recipes producing them.
The calib frames which are used by the pipelines, indicated also &is stibration data, are described in
section 7, page 44.

Raw frames can be distinguishedganeralframes,IMG frames,MXU frames,MOSframes, and_SSframes.
Their intended use is implicitly defined by the assignedpeci

6.1 General frames

These are data that are in principle independent of theuim&int mode (direct imaging, spectroscopy), as is the
case for bias exposures.
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e Bias:

DO categoryBI AS
Processed byf:or s_bi as,

Classification keywords:
DPR CATG = CALIB
DPR TYPE = BI AS

e Dark current:

DO categoryDARK
Processed byfor s_dar k

Classification keywords:

DPR CATG = CALI B
DPR TYPE = DARK

6.2 IMG frames

fors calib

Association keywords:

DET
DET
DET
DET
DET
DET
DET
DET
DET

Association keywords:

DET
DET
DET
DET
DET
DET
DET
DET
DET

READ CLOCK
W N1 BI NX
W N1 BI NY
QUTPUTS

W N1 STRX
W N1 STRY
W N1 NX

W N1 NY
CH P1 1D

READ CLCCK
W N1 BI NX
W N1 BI NY
QUTPUTS

W N1 STRX
W N1 STRY
W N1 NX

W N1 NY
CH P1 ID

The IMG mode performs direct imaging applying differentgfitt.

e Screen flat field:

DO categorySCREEN _FLAT | MG
Processed byf.ors_i ng_screen_f1 at

Classification keywords:

DPR CATG = CALI B
DPR TYPE = FLAT, LAMP
DPR TECH = | MAGE

Association keywords:

Note:
Readout mode
x-binning
y-binning
No of outputs
Window start in x
Window start iny
No of pixels in x
No of pixelsiny
Chip identifier

Note:
Readout mode
X-binning
y-binning
No of outputs
Window start in x
Window start iny
No of pixels in x
No of pixelsiny
Chip identifier

Note:

None: unused in processing
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o Sky flat field:

DO categorySKY_FLAT_| MG

Processed byors_i nmg_sky_fl at

Classification keywords:

DPR CATG = CALI B
DPR TYPE = FLAT, SKY
DPR TECH = | MAGE

e Scientific observation:

DO categorySCl ENCE_| MG

Processed byf.or s_i ng_sci ence

Classification keywords:
DPR CATG = SCI ENCE
DPR TECH = | MAGE

e Standard star field:

DO categorySTANDARD | MG
Processed byf.or s_zer opoi nt

Classification keywords:

DPR CATG = CALI B
DPR TECH = | MAGE
DPR TYPE = STD

Association keywords:

I NS
DET
DET
DET
DET
DET
DET
DET
DET
DET

Association keywords:

I NS
DET
I NS
DET
DET
DET
DET
DET
DET
DET
DET

Association keywords:

I NS
DET
I NS
DET
DET
DET
DET
DET
DET
DET
DET

FILT1 NAME
READ CLOCK
W N1 BI NX
W N1 BI NY
QUTPUTS

W N1 STRX
W N1 STRY
W N1 NX

W N1 NY
CH P1 ID

FILT1 NAME
READ CLCCK
COLL NAME
W N1 BI NX
W N1 BI NY
QUTPUTS

W N1 STRX
W N1 STRY
W N1 NX

W N1 NY
CH P1 ID

FILT1 NAME
READ CLCCK
COLL NAME
W N1 BI NX
W N1 BI NY
QUTPUTS

W N1 STRX
W N1 STRY
W N1 NX

W N1 NY
CH P1 ID

Note:
Filter used
Readout mode
x-binning
y-binning
No of outputs
Window start in x
Window start iny
No of pixels in x
No of pixelsiny
Chip identifier

Note:
Filter used
Readout mode
Collimator name
x-binning
y-binning
No of outputs
Window start in x
Window start iny
No of pixels in x
No of pixelsiny
Chip identifier

Note:
Filter used
Readout mode
Collimator name
X-binning
y-binning
No of outputs
Window start in x
Window start iny
No of pixels in x
No of pixelsiny
Chip identifier
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6.3 MXU frames (FORS2 only)

The MXU mode performs multi-object spectroscopy using aknexshange unit.

e Screen flat field:

DO categorySCREEN_FLAT_MXU
Processed byf.ors_cal i b

Classification keywords: Association keywords:
DPR CATG = CALIB INS COLL NAME

DPR TYPE = FLAT, LAVP INS GRI S1 NAME
DPR TECH = MXU INS MASK I D

INS FI LT1 NAME
DET READ CLOCK
DET W N1 BI NX
DET W N1 BI NY
DET OUTPUTS
DET W N1 STRX
DET W N1 STRY
DET W N1 NX
DET W N1 NY
DET CHI P1 ID

e Arc lamp spectrum:

DO categoryL AMP_MXU
Processed byt ors_calib

Classification keywords: Association keywords:
DPR CATG = CALIB INS COLL NAME

DPR TYPE = WAVE, LAMP INS GRI S1 NAME
DPR TECH = MXU NS MASK | D

INS FI LT1 NAME
DET READ CLCCK
DET W N1 BI NX
DET W N1 BI NY
DET QUTPUTS
DET W N1 STRX
DET W N1 STRY
DET W N1 NX
DET W N1 NY
DET CHIP1 ID

e Scientific observation:

DO categorySCl ENCE_MXU
Processed by:or s_sci ence, fors_extract

Classification keywords: Association keywords:

DPR CATG = SCI ENCE INS COLL NAME

Note:
Collimator used
Grism used
MXU mask ID
Filter used
Readout mode
x-binning
y-binning
No of outputs
Window start in x
Window startiny
No of pixels in x
No of pixelsiny
Chip identifier

Note:
Collimator used
Grism used
MXU mask ID
Filter used
Readout mode
x-binning
y-binning
No of outputs
Window start in x
Window start iny
No of pixels in x
No of pixelsiny
Chip identifier

Note:
Collimator used
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DPR TECH = MXU INS GRI S1 NAME Grism used
INS MASK | D MXU mask ID
INS FILT1 NAME Filter used
DET READ CLOCK Readout mode
DET W N1 BI NX x-binning
DET W N1 BI NY y-binning
DET OUTPUTS No of outputs
DET W N1 STRX Window start in x
DET W N1 STRY Window start iny
DET W N1 NX No of pixels in x
DET W N1 NY No of pixelsiny
DET CHIP1 ID Chip identifier

6.4 MOS frames
The MOS mode performs multi-object spectroscopy using afsepvable slitlets.

e Screen flat field:

DO categorySCREEN_FLAT_MOS
Processed byf.ors_cal i b

Classification keywords: Association keywords: Note:

DPR CATG = CALI B

DPR TYPE
DPR TECH

FLAT, LAMP
MOS

e Arc lamp spectrum:

DO categorylL AMP_MOS
Processed byf.ors_cal i b

I NS
I NS
I NS

COLL NAME
GRI S1 NAMVE

MOS CHECKSUM

Collimator used
Grism used
MOS slit position checksum

INS FILT1 NAME Filter used

DET READ CLOCK Readout mode
DET W N1 BI NX x-binning

DET W N1 BI NY y-binning

DET OUTPUTS No of outputs
DET W N1 STRX Window start in x
DET W N1 STRY Window start iny
DET W N1 NX No of pixels in x
DET W N1 NY No of pixelsiny
DET CHIP1 ID Chip identifier

Classification keywords: Association keywords: Note:

DPR CATG = CALIB INS COLL NAME Collimator used

DPR TYPE = WAVE, LAMP INS GRI S1 NAME Grism used

DPR TECH = MOS INS MOS CHECKSUM / MOS slitposition checksum
INS FILT1 NAME Filter used
DET READ CLOCK Readout mode
DET W N1 BI NX x-binning



e Standard star spectrum:

DO categorySTANDARD MOS
Processed byf:or s_sci ence,

Classification keywords:

DPR CATG = CALI B
DPR TYPE = STD
DPR TECH = MOS

e Scientific observation:

DO categorySCl ENCE_MOS
Processed byf:or s_sci ence,

Classification keywords:
DPR CATG = SCl ENCE
DPR TECH = MOS

fors_extract

Association keywords:

I NS
I NS
I NS
I NS
DET
DET
DET
DET
DET
DET
DET
DET
DET

fors_extract

Association keywords:

I NS
I NS
I NS
I NS
DET
DET
DET
DET
DET
DET
DET
DET
DET

COLL NAME
GRI S1 NAMVE

MOS CHECKSUM

FI LT1 NAME
READ CLCCK
W N1 BI NX
W N1 BI NY
QUTPUTS

W N1 STRX
W N1 STRY
W N1 NX

W N1 NY
CH P1 ID

COLL NAME
GRI S1 NAME

MOS CHECKSUM

FILT1 NAME
READ CLCOCK
W N1 BI NX
W N1 BI NY
QUTPUTS

W N1 STRX
W N1 STRY
W N1 NX

W N1 NY
CH P1 ID
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DET W N1 BI NY y-binning

DET OUTPUTS No of outputs

DET W N1 STRX Window start in x

DET W N1 STRY Window start iny

DET W N1 NX No of pixels in x

DET W N1 NY No of pixelsiny

DET CHIP1 ID Chip identifier

Note:
Collimator used
Grism used
MOS slit position checksum
Filter used
Readout mode
x-binning
y-binning
No of outputs
Window start in x
Window start iny
No of pixels in x
No of pixelsiny
Chip identifier

Note:
Collimator used
Grism used
MOS slit position checksum
Filter used
Readout mode
x-binning
y-binning
No of outputs
Window start in x
Window start iny
No of pixels in x
No of pixelsiny
Chip identifier
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6.5 LSS frames

The LSS mode is used to perform long-slit spectroscopy.

e Screen flat field:

DO categorySCREEN _FLAT_LSS
Processed byf.ors_cal i b

Classification keywords:

DPR CATG = CALI B
DPR TYPE = FLAT, LAWP
DPR TECH = SPECTRUM

e Arc lamp spectrum:

DO categoryL AMP_LSS
Processed byt ors_calib

Classification keywords:

DPR CATG = CALI B
DPR TYPE = WAVE, LAMP
DPR TECH = SPECTRUM

e Frame for flat field lamp monitoring:

DO categoryFLUX_FLAT_LSS
Processed byf:or s_sunf | ux

Classification keywords:
DPR CATG = CALIB

Association keywords:

INS COLL NAME
INS CGRI S1 NAME
INS SLI' T NAME
INS FI LT1 NAME
DET READ CLOCK
DET W N1 BI NX
DET W N1 BI NY
DET OQUTPUTS
DET W N1 STRX
DET W N1 STRY
DET W N1 NX
DET W N1 NY
DET CHIP1 ID

Association keywords:

INS COLL NAME
INS GRI S1 NAME
INS SLI'T NAME
INS FI LT1 NAME
DET READ CLCCK
DET W N1 BI NX
DET W N1 BI NY
DET QUTPUTS
DET W N1 STRX
DET W N1 STRY
DET W N1 NX
DET W N1 NY
DET CHIP1 ID

Association keywords:

INS COLL NAME

Note:
Collimator used
Grism used
Slit used
Filter used
Readout mode
x-binning
y-binning
No of outputs
Window start in x
Window start iny
No of pixels in x
No of pixelsiny
Chip identifier

Note:
Collimator used
Grism used
Slit used
Filter used
Readout mode
x-binning
y-binning
No of outputs
Window start in x
Window start iny
No of pixels in x
No of pixelsiny
Chip identifier

Note:
Collimator used



e Frame for arc lamp monitoring:

DO categoryFLUX_ARC LSS
Processed byf:or s_sunf | ux

Classification keywords:

DPR CATG = CALI B
DPR TYPE = WAVE, LAMP
DPR TECH = | NS- THROUGH

e Standard star spectrum:

DO categorySTANDARD LSS
Processed byf:or s_sci ence,

Classification keywords:

DPR CATG = CALI B
DPR TYPE = STD
DPR TECH = SPECTRUM

Association keywords:

I NS
I NS
I NS
I NS
DET
DET
DET
DET
DET
DET
DET
DET
DET

fors_extract

Association keywords:

I NS
I NS
I NS
I NS
DET
DET
DET
DET
DET
DET
DET
DET

COLL NAME
GRI S1 NAME
SLI'T NAME
FILT1 NAME
READ CLCCK
W N1 BI NX
W N1 BI NY
QUTPUTS

W N1 STRX
W N1 STRY
W N1 NX

W N1 NY
CH P1 ID

COLL NAME
GRI S1 NAMVE
SLI T NAME
FILT1 NAME
READ CLOCK
W N1 BI NX
W N1 BI NY
QUTPUTS

W N1 STRX
W N1 STRY
W N1 NX

W N1 NY
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DPR TYPE = FLAT, LAVP INS GRI S1 NAME Grism used
DPR TECH = | NS- THROUCH INS SLI' T NAME Slit used
INS FILT1 NAME Filter used
DET READ CLOCK Readout mode
DET W N1 BI NX x-binning
DET W N1 BI NY y-binning
DET OUTPUTS No of outputs
DET W N1 STRX Window start in x
DET W N1 STRY Window start iny
DET W N1 NX No of pixels in x
DET W N1 NY No of pixelsiny
DET CHIP1 ID Chip identifier

Note:
Collimator used
Grism used
Slit used
Filter used
Readout mode
x-binning
y-binning
No of outputs
Window start in x
Window start iny
No of pixels in x
No of pixelsiny
Chip identifier

Note:
Collimator used
Grism used
Slit used
Filter used
Readout mode
x-binning
y-binning
No of outputs
Window start in x
Window start iny
No of pixels in x
No of pixelsiny
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DET CHIP1 ID Chip identifier

e Scientific observation:
DO categorySCI ENCE_LSS

Processed byf:or s_sci ence,

Classification keywords:
DPR CATG = SCl ENCE
DPR TECH = SPECTRUM

fors_extract

Association keywords:

I NS
I NS
I NS
I NS
DET
DET
DET
DET
DET
DET
DET
DET
DET

COLL NAME
GRI S1 NAMVE
SLI'T NAME
FI LT1 NAME
READ CLOCK
W N1 BI NX
W N1 BI NY
QUTPUTS

W N1 STRX
W N1 STRY
W N1 NX

W N1 NY
CH P1 1D

Note:
Collimator used
Grism used
Slit used
Filter used
Readout mode
x-binning
y-binning
No of outputs
Window start in x
Window start iny
No of pixels in x
No of pixelsiny
Chip identifier
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7 Static Calibration Data

In the following all the FORS static calibration tables tethto direct imaging and spectroscopic modes are
listed. The indicated>O category written to the FITS header keyword PRO.CATG, is a labelgassi to any
data type after it has been classified. This label is then usiglntify the frames listed in theet-of-framegsee
Section 4.1.2, page 20).

7.1 Photometric table

DO category:PHOT _TABLE

This table lists parameters related to each standard filtesé in the FORS1 and FORS2 instruments. There is
one such table for each CCD in the mosaic of each instrumemnte@tly available are:

forsl_Marlene_phot.fits
fors1_Norma_phot.fits
forsl_TK_ phot.fits
fors2_1453 phot.fits
fors2_1456_ phot.fits

Each table contains the following columns:

filter: Name of filter

ext: Atmospheric extinction coefficient (mag/airmass)

dext: Error on atmospheric extinction coefficient (mag/airmass
col: Color correction term

dcol: Error on color term

zpoint: Clear night zeropoint

dzpoint: Error on clear night zeropoint

To clarify the terminology used here: more than one filter mayrespond to each of the standard bands,
(U,B,V,G,R,I). For instance, in the FORS1 instrument tHofing filters are available:

Filter Band
U_BESS U
u_HIGH U
B_BESS B
b_HIGH B
g_HIGH G
V_BESS v
v_HIGH V
R_BESS R

[

| BESS
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For each filter, beyond the corresponding atmospheric @idimand expected zeropoint, a color term is given in
the columncol of the photometric table. The color term is a correctiondawthich is applied to the color index
of a given star, in order to compensate for the differencésdmn the FORS filters and the standard UBVRI
bands using the linear approximation:

Ml =M, —Tf-Cyy

S

where M, ; is the catalogue magnitude in the bandf a stars, M, the color corrected magnitudg, the
linear color correction term for the filtef, andC ; the color index associated to the banfbr the stars. A
color index is conventionally associated to each biaad in the following table:

uU-B
B-V
B-V
B-V
V-R
V-R

—TTO<TC

7.2 Photometric standard stars catalogue

DO categoryFLX _STD | MG

This table is a list of photometric standard stars paramet&@urrently two catalogues are included in the
static calibrations coming with the pipeline: selected UB\photometric standard stars from Landolt [21],
and all entries from the Stetson’s photometric standand si@alogue [23] [24], respectively in the files lan-
dolt_std_UBVRI.tfits and stetson_std_BVRI.fits

The Landolt table lists U,B,V,R,l magnitudes and B-V, U-BRYR-I, V-I for each star. Only the errors of the
color index and the V band magnitude are provided. The pipedissumes the V band error for all magnitudes,
and will use the color index error when dealing directly witior index. In any case, the catalogue magnitude
error is generally not a dominant contribution to the totabeon the zeropoint computed by the pipeline.

The Stetson table lists only B,V,R,I magnitudes (no U magtds), and independent errors are provided for
each measurement. Color indexes are not provided directly.

The pipeline recipes use whatever catalogue is specifiegpint,i either Landolt’'s or Stetson’s, or even both.
If both catalogues are specified, they are merged beforg heiad. In the merged catalogue, if two stars are
within 5 arcseconds they are considered identical and thendth the largest magnitude error is remo¥ed.

When a catalogue is loaded(zamagnitude is added to the (merged) catalogue applying thear
G=V+056(B—-V)—0.12

as in Fukugita (1996) [22]. In addition to that, a linear catorrection is applied to the listed magnitudes to
adapt them to the filter used in the standard star field obSenvgsee previous Section). The error propagation

81t should be noted that using simultaneously two differaatalbgues carries a significant risk to produce inconsisesults, as
the magnitudes are not derived with the same method in bao#thogies, and as a consequence common stars can differ loyQup t
magnitudes. The use of two catalogues is therefore stratigtpuraged.
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is performed according to which uncorrelated errors ardadbta. In order to do this, the generic form of the

correction

M*=M-T-C

(see previous Section) is expressed in terms of directlysared quantities. In the Landolt catalogue case it

will be:

~ 3 S QS
Il

which leads to the variances

AU? =
AB?
AG?
AV?
AR?
AI? =

+(u—>b)—-T:(u—">)

—T-(b—v)

v+ (0.56 —T) - (b—wv) —0.12 (Fukugita, 1996)
v—T"-(b—v)

v—(v—=r)=T -(v—r)

v—(w—i)—-T -(v—r)

v+ (b—w)
v+ (b—w)

A+ A(b—v)? + (1 =T)?A(u — b)?* + (u — b)2AT?
Av? + (1 -T)2A(b—v)% + (b—v)?AT?

Av? 4 (0.56 — T)2A(b — v)? + (b — v)?AT'?

Av? +T2A (b —v)? + (b — v)2AT?
AvP+(1-T)2A(v —r)? + (v —r)?AI'?

AvP + A(w —i)> +T?A(v — 1) + (v — r)?AI'?

Similarly, in the Stetson catalogue case it will be:

U = (1-T)-u+T-b

~ o < QW
I

which leads to the variances

AU?
AB?
AG?
AV?
AR?
AI?

1-T)-b+T-v
v+ (0.56 —T') - (b—wv) —0.12 (Fukugita, 1996)
(1+T)-v-T"-0b
1+0)-r—T-v

= ¢4+l r—T- v

(1 —T)%2Au? + (b — u)?Al'? + T2 Ab?

(1 —T)2Ab + (v — b)*AT? + T2 Av?

(0.44 4+ T)?Av?* + (v — b)2AT? 4 (0.56 — T') Ab
(

(

14+ T)%2Av% 4 (v — b)2AT? 4 T2AY?
14 T)2Ar% + (r — v)>AT? + T2 Av?
= AP+ T2Ar + (r — v)2AT? + T2 A0?
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7.3 Grism table

DO category:GRl SM TABLE

This table defines a subset of recipe configuration parametattrolling the way spectra are extracted for any
particular grism. The table consists of a single row of vallabeled with the parameters names. A standard
grism table is provided for each FORS1 and FORS2 grism: dihite is named following the convention:

<instrument name>_GRS_<grism name>_<grism ID>_<filtenera_<filter ID>.fits
where in case no filter is used tfiker nameis set to "free" and thélter ID is set to "00". In case a grism table
can be used with all the available filters, tleer nameandfilter ID fields are replaced by the suffall. For
instance, the standard grism table for FORS2 grism 300V #ed G435 is named
FORS2_GRS_300V_20_GG435_81.fits
while the grism table for FORS1 grism 600B with no filter is rexin
FORS1 GRS 600B 12 free 00.fits
The table

FORS2_GRS_300V_20_all fits

is available for all standard filters usable with the FORS@\B@rism.

A new set of grism tables has been provided for supporting FO&ata obtained after the blue CCD mosaic
upgrade (April 2007). These tables can be identified bottbycbntent of the DET.CHIP1.I1D keywords, and
by their names, where a"_B_"is added: for instance,

FORS1 B_GRS_600B_12 free 00.fits

is the grism table for the upgraded FORS1 mosaic used wigmgBOOB and no filter.

If a grism table is used, it will modify the recipe parametesigh its new values, with the exception of those
which are explicitly given on the command line. Without asgritable, the input recipe parameters values will
just be read from the command line, or fromesorexconfiguration file if present, or from their generic default
values (that are rarely meaningful). The configuration peters included in the grism table are the following:

--dispersion rough expected spectral dispersion
--peakdetection threshold for preliminary peak detection
--wdegree polynomial degree for wavelength calibration
--cdegree polynomial degree for spatial curvature
--startwavelength start wavelength for spectral extraction
--endwavelength end wavelength for spectral extraction

A complete description of these parameters is given in 8&e&i8.3, page 86.
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7.4 Arc lamp lines catalogue

DO categoryMASTER LI NECAT

This table contains a set of reference wavelengths (in Aoggtfor the arc lamp used. The only requirement for
this table is to contain a column listing such wavelengthsose name may be specified using fbies_recipe
configuration parameterwcolumn(see Section 9.8.3, page 86). A standard line catalogusaspabvided for
each FORS1 and FORS2 grism: this table is named followingdhgention:
<instrument name>_ACAT_<grism name>_<grism ID>_<filtante>_<filter ID>.fits

where in case no filter is used tfiker nameis set to "free" and théilter ID is set to "00". In case a line
catalogue can be used with all the available filtersfittexr nameandfilter ID sequence is replaced by the suffix
all. For instance, the arc lamp line catalogue for FORS2 gris@v3hd filter GG435 is named

FORS2_ACAT_300V_20 GG435_8l1.fits
while the line catalogue for FORS1 grism 600B with no filten&ned

FORS1 ACAT_600B_12 free 00.fits

The table

FORS2_ACAT_300V_20_all.fits

is available for all standard filters usable with the FORS@\B8@rism.

In practice, however, the correct (standard) line cataogan be associated to a given arc lamp frame using the
FITS keyword ESO INS GRIS1 NAME, that is written both to thedlicatalogue and to the raw input frames
headers.
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7.5 Global distortion table

DO category:G_LOBAL_DI STORTI ON_TABLE

Table containing the modeling of the coefficients of the loistortion models listed in the DISP_COEFF_MXU
and the CURV_COEFF_MXU tables (see page 77). This tablestajsed for allowing the on-line processing
of scientific data with recipdors_extract when appropriate (day) calibrations are not yet available

Conventionally this table consists of 6 columns and 10 rdweh row corresponds to the modeling of one co-
efficient of the original polynomial coefficients belongitwthe local distortion solutions (presumably obtained
with a calibration mask), performed by fitting a bivariatdypomial:

2 2—3

Cr = Z Z aijxiyj

i=0 j=0

wherer is the table row number (counted from 0) ands a polynomial coefficient of a local solution. Fok= 0
andr > 6 (z,y) are positions on the telescope focal plane (e.g., on a matsierwise they are positions on the
CCD. The first 6 table rows are a global description of theatisipn solution up to the fifth polynomial degree;
these rows are followed by a row where just the first elemeas#gned the value of the central wavelength
used for the given dispersion solution. The remaining 3 ramgsa global description of the spatial curvature up
to the second polynomial degree. The local dispersionisolsicould be obtained with:

5
T = Z r(A— o))"

r=0

wherex is thex CCD pixel position and\, is the central wavelength of the grism used. The local dpatia
curvature solutions could be obtained with:

9
y=3eat
r=T7

wherey is they CCD pixel position and: is obtained with the previous formula.

The global distortion table columns are labeled a00, a02, abo0, all, a20, indicating the coefficients of the
fitting bivariate polynomials.
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8 Data Reduction

Besides the usual data reduction steps, such as masteubteecsion, flat fielding, source detection and extrac-

tion, etc., two major aspects characterise the FORS insinupipeline:

1. Many of the FORS pipeline recipes are based on patterohingttechniques, in the attempt to make the

algorithms more robust and instrument independent.

2. The pipeline recipes related to imaging data reductigmpst a complete propagation of photonic noise
and CCD read out noise to all of its products. In the specttd ceduction part errors are propagated less

rigorously, being estimated on the final products neglgdfire errors introduced by both flat fielding and

master bias subtraction.

A more detailed description of the applied algorithms isegiin Section 10, page 105. Here just an overview

of the data reduction cascade is provided.

8.1 Imaging data reduction overview

Seven recipes are available for the reduction of FORS ingadgta:

fors_bias to compute a master bias frame from a set of raw bias expasditas recipe is shared with the

spectroscopic data reduction.

fors_dark, to compute a master dark frame from a set of raw dark expssirark levels are so low that the
master dark calibration is not applied to the data. Thigoe@ just used for instrument quality control.

fors_img_sky_flat to compute a master sky flat frame from a master bias framea aet of raw twilight sky

exposures.

fors_img_screen_flat to compute a master screen flat frame from a master bias faatha set of raw dome
flat lamp exposures. The screen flat field is not well suitedl&bffield correction, and it is not applied to

the data. This recipe is just used for instrument qualitytrodn

fors_img_scienceto reduce a scientific exposure.

fors_zeropoint, to estimate a zeropoint and an atmospheric extinction &@tandard star field exposure.

fors_photometry, to determine the systematic errors of a master sky flat frelché, on the basis of several
(dithered) standard star field exposures corrected withfliduafield frame. The corrected flat field may

allow for a more accurate photometric correction. Moreptieis recipe enables the determination of

physical parameters related to photometry, such as calor fier correction, atmospheric extinction,

and (true) instrument zeropoint.
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8.1.1 Required input data

The input data to the recigers_biasis just a sequence of raw bias exposures. The product wilklesamaster
calibration frame to be used for the bias correction in thd reduction steps.

The input data to the reciders_darkis, besides the bias master calibration, a sequence of es\elposures.
The product will be a dark master calibration frame which usrently used just for quality control of the
instrument.

The input to the recipéors_img_screen_flas, besides the bias master calibration, a sequence of rafiefth
lamp exposures. The product will be a flat field master caiifmeframe which is currently used just for quality
control of the instrument.

The input to the recipéors_img_sky_flais, besides the bias master calibration, a sequence of riighttxsky
exposures. The product will be a flat field master calibratiame to be used for the flat field correction in the
next reduction steps.

The input to the recipfors_img_sciences, besides the master calibration frames produced eantierscientific
exposure. The reduced scientific frame, the list of detestedces, and a background map will be produced.

The input to the reciptors_zeropoints, besides the master calibration frames produced eantierphotometric
standard star field exposure, one or two photometric stdrgtar catalogue (see Section 7.2, page 45), and a
photometric table carrying appropriate atmospheric ditgor coefficients, color terms and expected zeropoints
appropriate for the instrument setting (see Section 7de @d). The reduced exposure, the list of detected and
identified sources, and a computed zeropoint will be produce

The recipdors_photometrgan be used to process source lists produced in severalfrinesrecipefors_zeropoint
This recipe is basically fitting instrumental and physicalgerties of the stars to extract information about the
instrument response and the atmosphere. In particularebipe may be used to determine the atmospheric
extinction, the filter-dependent color correction, thermsient zeropoint, and the systematic deviation from
"flatness" of a flat field.

8.1.2 Reduction cascade

The possible data reduction paths which can be followedjusia imaging data reduction recipes are shown in
image 8.1.1. The recipefors_img_screen_flaand fors_dark are not shown, because they are not part of the
(typical) data reduction flows.

8.2 Spectral data reduction overview

The FORS spectroscopic pipeline is based on a set of 5 stand-gecipes. Only 3 of them are involved in the
off-line data reduction cascade: the remaining recipeguataneant for on-line data reduction and instrument
monitoring. The available recipes are the following:

fors_bias to compute a master bias frame from a set of raw bias expasditas recipe is shared with the
imaging pipeline.
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Imaging data reduction
SCIENCE | | nBIAS | | nSKY FLAT | \ STANDARD | |PHOT7TABLE| | FLX_STD

fors_bias

MASTER_BIAS

fors_img_sky_flat ]

I

MASTER_SKY_FLAT

} fors_img_science ]4— fors_photometry ]4—

| SCIENCE_REDUCED | MASTER_FLAT

L1
:

=|[ fors_zeropoint |

)

| ALIGNED_PHOT |

Iternative

@

Alternative

| CORRECTION_MAP |

I
| CORRECTION_FACTOR \ |
[

—{ SOURCES_SC | SOURCES_STD

| STANDARD _REDUCED |-—

n ALIGNED_PHOT |

—-| OBJECT TABLE_SCI |

| PHOT_BACKGROLND_STD |

| PHOT_BACKGROUND_SCI |

Figure 8.1.1:This is the data reduction flow using the recipes for imagiatadeduction. The rounded yellow
boxes represent recipes handling input and intermediabeyets. The boxes indicating input and product data
are labeled with their DO categories, stripped of their suffiMG (when present). Different line colors are

used not to confuse crossing lines.

fors_calib, to evaluate the spectral extraction mask on the basis @rithtrc calibration lamp exposures, and
to create a normalised flat field frame.

fors_scienceto apply the extraction mask and the normalised flat fielthéostientific exposures.

fors_extract, identical to recipefors_science but used for the on-line data reduction based on fixed global
optical and spectral distortion models.

fors_sumflux, to monitor the flux of the calibration lamps.

The data reduction recipes (namely, all bas_sumfluxcan handle LSS, MOS and MXU instrument modes,
both for FORS1 and FORS2. Development work is still ongoawthese recipes do not yet support important
tasks such as the combination of a sequence of scientificcarg® or the determination of instrument response
curves.

The fors_calib and the fors_science recipes basic functionality is accessible through 17 movelével
recipes: see Section 8.2.2, page 54 for more details.
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8.2.1 Required input data

The input data to the reciders_calibare:

e a sequence of raw flat exposures,

e One raw arc lamp exposure,

e one master bias frame, or a sequence of raw bias exposucgs, an
e one arc lamp reference lines catalogue.

where it is expected that flat and arc lamp exposures havethken quasi-simultaneously, to guarantee that
they are affected by the same instrument distortions.

The products of reciptors_calibdepend on the nature of the input data (MOS/MXU, LSS or L&8-lhumber
of available slits, etc.):

e wavelength calibration local models,

e wavelength calibration residuals,

e spatial curvature local models,

e residuals of flat field spectra tracing,

e optical and spectral global distortion model,

e map of wavelengths for each CCD pixel,

e map of spatial coordinate along a slit for each CCD pixel,

e extracted arc lamp spectra,

e |ocation of slits on CCD, and on extracted arc lamp spectegan

e master flat field,

e normalised master flat field, and,

e spectral resolution table.
The input data to the reciders_sciencelepend on the nature of the data to reduce (MOS/MXU, LSS or LSS
like, number of available slits, etc.), and not all of thera always required (see Section 9 for more details). At
best the following input might be required:

e oOne scientific exposure, or alternatively one spectrophetdc standard star exposure,

e one master bias frame,
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e |ocation of slits on CCD,
e spatial curvature local models, and,

e wavelength calibration local models.

All inputs but the first one are typically produced toys_calib

The products of recipérs_sciencalepend on what is requested: for instance, an upgrade ofdlelength
calibration is only provided in case its alignment to a setwdilable sky lines is requested. In general the
following products are created:

e upgraded wavelength calibration local models,

e upgraded map of wavelengths for each CCD pixel,

e upgraded slit locations on CCD and on rectified image,

e sky lines offsets against expected positions,

e sky subtracted scientific spectra on CCD,

e model sky spectra mapped on CCD,

e extracted slit spectra,

e extracted and sky subtracted slit spectra,

e |ocation of detected objects on extracted slit spectra,

e optimally extracted scientific objects,

e sky spectra corresponding to extracted objects, and,

e error spectra of extracted objects.

8.2.2 Reduction cascade

The monolithic recipedors_calib and fors_scienceare composed by 17 low-level recipes, each carrying out a
specific task, in the fashion shown in the workflows on pagéb5and 57. Such recipes are directly available,
and they can be used for a step-by-step spectroscopic dhtatia, enabling the writing of scripts where
the basic functionality of the pipeline can be accessed asdilply integrated by alternative data processing
algorithms provided by the user. The low-level recipes hegfollowing:

fors_trace_flat, to determine the spatial curvature model.
fors_resample to remap spatially rectified spectra at a constant wavttestgp.

fors_detect_objectsto detect objects in slit spectra.
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Example of calibration data reduction

| N SCREEN_FLAT | | mBIAS | | LAMP \ | MASTER_LINECAT

MASTER_BIAS

Y k.

fors_|

fors_remove_bias ]

LAMP_UMEBIAS

[ MASTER_SCREEN_FLAT | [ fors_detect_spectra l[‘

! ¥ : v

CURY_TRACES fors_trace_flat SUT_LOCATION_DETECT \ \ SLIT_MAP \
¥ ¥
SLIT_LOCATION | SPATIAL_MAP | | CURY_COEFF H fors_extract_slits }F

v
y
| fors_normalise_flat ‘ | RECTIFIED_LANP \
| MASTER_NORM_FLAT | 1l
o
‘i fors_wave_calib }‘7
[
¥ ¥

| SPECTRAL_RESOLUTION | | WAVELENGTH MAP | | REDUCED_LAMP | | DISP_COEFF | | DISP_RESIDUALS

Figure 8.2.1: This is a possible data reduction flow applied by recipe foatib on MOS/MXU data. The
rounded yellow boxes represent low-level recipes handhipgt and intermediate products. The boxes indi-
cating input and product data are labeled with their DO catags, stripped of their variable suffixes (_ MOS,
_MXU). Note that not all the categories are written to diskiiy monolithic fors_calib recipe. The data corre-
sponding to white boxes are not required in further proaagsif the scientific exposures by recipe fors_science.
Different line colors are used not to confuse crossing lines

fors_extract_objects to extract objects in slit spectra.

fors_wave_calih to derive the dispersion relation from a spatially redtifeec lamp frame.

fors_detect_spectrato detect MOS/MXU spectra on the CCD.

fors_extract_slits for spatial rectification of a spectral exposure.

fors_wave_calib_Issto derive the dispersion relation from a long-slit arc lairgme.

fors_align_sky, to upgrade the wavelength solution using the sky lines.

fors_flat, to sum the input flat field frames and remove bias.

fors_subtract_sky_lIss to subtract sky from calibrated long slit exposure.
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Example of scientific data reduction

CURV_COEFF | | SCIENCE | ‘MASTEFLBIAS | | MASTEFLNORM}LAT| | SLIT_LOCATION | | DISP_COEFF |

‘ fors_remove_bias ‘

fors_flatfield ‘

I

b

\ SCIENCE_UNBIAS |

\ SCIENCE_UNFLAT }—
!

g

CURY_COEFF
SPATIAL_MAP

fors_subtract_sky I‘

|UNMAPFTED_SKY| | UNMA*PPED |

)

fors_extract_slits |=:

Abhd

]

[]

SLIT_LOCATION ¥

|F€ECTIFIED78KY| | RECTIFIED | | RECTFIED_ALL }—Mgn_sky
| | |

]

!

[ fors_resample |<—{ DISP_COEFF| |WAVELENGTH_MAP| | SKY_SHIFTS_SLIT |

|MAPPI;D7ALL‘ | MAI:PED \ | MAPPE*QSKY |

¥

¥

44 fors_detect_objects H CBJECT_TABLE H fors_extract_objects ]

|REDUCTED_SKY‘ | RED:JCED \ | REDUCEE)_ERROR

Figure 8.2.2:This is a possible data reduction flow applied by recipe fecgence on MOS/MXU data. The
rounded yellow boxes represent low-level recipes handhipgt and intermediate products. The boxes indi-
cating input and product data are labeled with their DO catags, stripped of their variable suffixes (_ MOS,
_MXU, _STD, _SClI, etc.). Note that not all the categoriesvarigten to disk by the monolithic fors_science
recipe. The data corresponding to white boxes are interatediroducts, useful for checking the quality of the
results. Different line colors are used not to confuse dragéines.

fors_align_sky Issto upgrade the wavelength solution using sky lines.

fors_flatfield, for flat field correction of the input frame.

fors_remove_bias to subtract the bias from the input frame.

fors_subtract_sky, to subtract the sky from scientific spectra.

fors_normalise_flat to normalise the master flat spectrum.

fors_config to create alternative grism tables.

These recipes are not documented in detail in this manutiieagescription offors_calib andfors_scienceal-
ready includes all the necessary details. The on-line redpaated to the low-level recipes should be sufficient
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Example of scientific data reduction (LS5)

| SCIENCE | \ MASTER_BIAS \ | MASTER _NORM_FLAT | | SLIT_LOCATION | | DISP_COEFF

| fors_remove_bias ‘

.

| SCIENCE_UNBIAS | r 4

k.
‘ fors_flatfield @_sky_lss

> 0

SCIENCE_UNFLAT
ol
SLIT_LOCATION >

y
DISP_COEFF | |WAVELENGTH_MAP

fors_resample

MAPPED_ALL

[ fors_subtract_sky_lss ‘

‘ SKY_SHIFTS_SLIT ‘

' !
| mepPED | | maPPED_sKv |
|
v !
—-| fors_detect_objects H OBJECT _TABLE H fors_extract_objects
¥ i’ v
| REDUCED_SK \ | REDUCED \ | REDUCED_ERROR

Figure 8.2.3:This is a possible data reduction flow applied by recipe fecgence on LSS or LSS-like data.
The rounded yellow boxes represent low-level recipes lradhput and intermediate products. The boxes
indicating input and product data are labeled with their D@&egories, stripped of their variable suffixes (_LSS,
_STD, _SCl, etc.). Note that not all the categories are amitio disk by the monolithic fors_science recipe.
The data corresponding to white boxes are intermediate ymotsj] useful for checking the quality of the results.

to enable their usage. It is however strongly recommendeséahese recipes only in case of overwhelming
problems with the high-level spectroscopic recipes, argafter the applied data reduction algorithms are well
understood.

8.2.3 VIMOS recipes

The algorithms which are applied in the reduction of FORSLRBRS?2 spectroscopic data are fundamentally
instrument-independent. As a byproduct of the preparatioine FORS spectroscopic pipeline, a couple of
recipes for the reduction of VIMOS MOS data are also provided

vimos_calib, to evaluate the spectral extraction mask on the basis ddriidiarc calibration lamp exposures,
and to create a normalised flat field frame.
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vimos_scienceto apply the extraction mask and the normalised flat fielthéostientific exposures.

These recipes are the same asfihvs_calib andfors_sciencerecipes. The only difference is in the input/output
frames tags: the DO categories associated to the data #ebesame as the ones of corresponding files han-
dled and created by the VIMOS pipeline, which can be dowrddaidom [16]. Generally the accuracy of the
calibration and the quality of the scientific reduction aigngicantly better with the new recipes: however,
data with spectral multiplexing (typically low-resolutialata, i.e., obtained with LR grisms) are not yet sup-
ported. Line catalogues and grism tables for VIMOS higloltgfon spectral observations are available in the
calibration tables included in the FORS pipeline release.

These recipes should just be considered as experimenththay are offered without any warranty: any feed-
back on their usage is welcome, as it will be useful for thereutmprovement of the VIMOS MOS pipeline
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9 Pipeline Recipes Interfaces

In this Section a detailed description of the FORS pipelewpes interfaces is given, with a complete specifi-
cation of the recipes usage, their input, output, and cordtgan parameters. For a overview of the available
pipeline recipes, please see Section 8, page 50.

9.1 fors_bias

The FORS pipeline recipdors_bias is used to create a bias master calibration frame from a sewobias
frames. The overscan regions, if present, are removed fnerresult.

9.1.1 Input files

BIAS: requiredset of raw, unprocessed bias frames.

9.1.2 Output files

MASTER_BIAS: Bias master calibration frame.
Configuration parameters directly affecting this produet astack_method

9.1.3 Configuration parameters

The configuration parameters setting determines the wafpthebiasrecipe will process the input frames.

--stack_method:Frames combination methocverage= simple average of all input framesedian= median
stacking of all input framesninmax = stacking frames with minmax rejectioksigma= average frames
with k-sigma clipping).Default minmax

This parameter defines the way the frames will be stacked. K¥$igma clipping method is not yet
implemented.

If --stack_methods set tominmax the following parameters become relevant:

--minrejection: Number of lowest values to be rejectddefault 1
For each pixel position, the number of lowest pixel valuesceffied here are rejected before com-
puting the mean of the remaining pixel values.

--maxrejection: Number of highest values to be reject&@kfault 1

For each pixel position, the number of highest pixel valysscHied here are rejected before com-
puting the mean of the remaining pixel values. The sum of tmebrer of highest and lowest rejected
pixels should be less than the number of input frames.

If --stack_methods set toksigma the following parameters become relevant:
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--klow: Number of sigmas for lower values rejectiddefault 3.0

For each pixel position, a robust determination of the stashdeviation from thenedianpixel value
is made. All pixel values with a negative residual greatentthe specified number of sigmas are
rejected, the other values are averaged.

--khigh: Number of sigmas for upper values rejecti@efault 3.0
For each pixel position, a robust determination of the stashdeviation from thenedianpixel value
is made. All pixel values with a positive residual greatarttihe specified number of sigmas are
rejected, the other values are averaged.

--kiter: Maximum number of iteration®Default 999

Maximum number of iterations of the rejection process. Thgmtion stops as soon as no outliers
are detected, or when reaching the maximum number of iber&ti At each iteration the median
value and the standard deviation are recomputed, and a s@ymia rejection is applied.

Theksigmastacking method is not yet implemented

9.1.4 Quality control parameters

Currently the following QC parameters, used by PSO and DF®eealuated by thdors_bias recipe.

QC BIAS LEVEL: Bias level.Units: ADU
Median value of all pixels of the first raw bias in the input-eéframes.

QC RON: Readout noiseUnits. ADU
The difference between the first and the second input ravesigscomputed. The standard deviation of
the pixel values of this difference, divided ®{2, is taken as the RON.

QC BIAS FPN: Bias fixed pattern noiséJnits. ADU

The difference between the first two input raw bias frames,sétcond one shifted by x 10 pixels in
the increasing X- and Y-directions, is computed (where iptes The variance of the difference frame
includes contributions of both fixed pattern and read ousaoil he standard deviation of the difference
is computed and divided by2. The readout noise contribution QC RON is then quadragicalbtracted
from the result.

QC BIAS STRUCT: Bias structureUnits: ADU

The standard deviation of the pixel values of the first input bias is computed. This is the combination
of structure, fixed pattern, and readout noise. The readunséeQC RON and the fixed pattern QC BIAS
FPN contributions are then quadratically subtracted.

QC MBIAS LEVEL: Master bias levelUnits: ADU

The median value of all pixels of the product master bias.

QC MBIAS RONEXP: Expected master bias readout noigaits: ADU

Propagation of the measured RON (QC RON) according to thebeuwf raw bias frames, and supplied
stacking method.
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QC MBIAS NOISE: Master bias noisdJnits: ADU

The standard deviation of the pixel values from the mastas biedian level is determined, excluding
from the computation all values that differ from it more thian QC MBIAS RONEXP. This is done in
the attempt to minimise deviations not caused by RON.

QC MBIAS NRATIO: Master bias ration observed/expected noiseits. None

Ratio between QC MBIAS NOISE and QC MBIAS RONEXP. This rasaekpected to be 1, but it may
be less than 1 because of RON overestimation due to incahgiekup noise, or more than 1 in case of
coherent pickup noise that would remain unchanged on that regaster bias.

QC MBIAS STRUCT: Structure of master bia&lnits. ADU

Standard deviation of all master bias pixels values minav#iue of QC MBIAS NOISE (geometrically
subtracted).

9.2 fors_dark

The FORS pipeline recipefors_dark is used to create a dark master calibration frame from a seavof
dark frames. After bias subtraction, the input frames armalined applying the specified stack method. The
combined frame is finally normalised to the unit time. Thersean regions, if present, are removed from the
result.

Dark master calibration frames are generally not used théurdata reduction steps: dark current in the FORS
detectors is negligible, and trying to subtract it would jadd noise to the data. Dark frames are just produced
for monitoring the instrument.

9.2.1 Input files

DARK: requiredset of raw, unprocessed dark frames.

MASTER_BIAS: requiredmaster bias frame. Just one should be given.

9.2.2 Output files

MASTER_DARK: Dark master calibration frame.
Configuration parameters directly affecting this produet astack_method

9.2.3 Configuration parameters
The configuration parameters setting determines the waydige dark recipe will process the input frames.

--stack_method:Frames combination methoBefault median
See explanation in recipfors_bias configuration parameters (Section 9.1.3, page 59).
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9.3 fors_img_screen_flat

The FORS pipeline recipdors_img_screen_flatis used to create a screen flat field master calibration frame
from a set of raw screen flat field frames. After bias subtoactthe input frames are combined applying the
specified stack method. The overscan regions, if presenteanoved from the result. The combined frame is
then normalised dividing it by its large scale illuminativand. The large scale trend is obtained by applying a
median filter with a large kernel, or by polynomial fitting.

9.3.1 Input files

SCREEN_FLAT_IMG: requiredset of raw, unprocessed screen flat field frames.

MASTER_BIAS: requiredmaster bias frame. Just one should be given.

9.3.2 Output files

MASTER_SCREEN_FLAT IMG: Screen flat field master calibration frame.

Configuration parameters directly affecting this produd: a-stack_method--xradius --yradius --
degree and--sampling

9.3.3 Configuration parameters

The configuration parameters setting determines the wafaitse img_screen_flatecipe will process the input
frames.

--stack_method:Frames combination methobefault average
See explanation in recipéors_bias configuration parameters (Section 9.1.3, page 59).

--xradius: Median filterz radius (unbinned pixelsPefault 50 pixel
See the-yradiusparameter.

--yradius: Median filtery radius (unbinned pixelsPefault 50 pixel
These parameters define the size of the running box used fateing the flat field for determining the
large scale trend to remove. These parameters are igndreztiflegreeparameter is greater than zero.
--degree: Degree of bivariate fitting polynomiabDefault -1
If this parameter is greater or equiah polynomial with the specified degree will be fitted to tharili-
nated part of the CCD for determining the flat field large staed to remove.
--sampling: Sampling interval for fittingDefault 100

If the parameter-degreeis greater than 0, a polynomial will be fitted to the illumiedtpart of the CCD,
sampling pixel values at the specified step.
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9.3.4 Quality control parameters

Currently the following QC parameters, used by PSO and DF® ggaluated by thefors_img_screen_flat
recipe.

QC OVEREXPO: Percentage of overexposed pixdlmits. none

A saturated pixel is defined as a pixel having value eitheB65% 0 ADUs. In its practical implemen-
tation, a saturated pixel is identified by having a valueegitfreater than 65534 or less than 1 ADUs.
Saturated pixels are counted in the original raw flat fieldosxpes before any processing (including bias
subtraction), and excluding the overscan regions. Thé mot@ber of saturated pixels is divided by the
total number of pixels examined in all input raw frames, dmresult is multiplied by 100.

QC FLAT EFF: Flat field lamp efficiencyUnits: ADU/s

The efficiency is computed as the median of all pixels of the fipput raw frame (bias subtracted), divided
by its exposure time.

QC FLAT PHN: Photon noise in master screen flat fidlthits: ADU

The photon noise is estimated in the following way: the diffece frame between the first two input raw
flat field frames is determined for their central 100x100 @agi The standard deviation of all pixels of
this difference frame is computed, and then divided/V whereX is the total number of raw flat field
frames contributing to the master flat field. The RON contrdsuis considered negligible.

QC FLAT FPN: Fixed-pattern noisdJnits. ADU

The FPN is estimated in the following way: The difference wbt100x100 sub-frames of the same
master flat field image is determined. The first subframe imetdd at the frame center, while the second
is extracted from a position shifted by 10 pixels in the iasiag X- and Y-directions. The standard
deviation of the difference frame, divided g2, minus the photon noise QC FLAT PHN (geometrically
subtracted) yields the fixed-pattern noise. The RON is cened negligible in the computation of FPN.

QC FLAT FPN REL: Relative fixed-pattern noisélnits. none
This quantity is the fixed pattern noise (QC FLAT FPN) dividedthe median illumination level of the
flat field exposure.

QC FLAT CONAD: Conversion factor from ADU to electronblnits. e~ /ADU

If the exposure time of the first two input raw screen flat fighlishe input set of frames is the same
(within 49%), the absolute difference frame is computed. &trepixel the difference frame is divided by
2 and by the signal of the first frame. This frame estimategytie (in ADU/k™) at each pixel, and the
conversion factor is computed as the reciprocal mean ofrduise.

QC FLAT CONADERR: Error on conversion factor from ADU to electrorignits. e~ /ADU

This quantity is computed as the standard deviation of tle fgame, also used for the computation of
QC FLAT CONAD, multiplied by QC FLAT CONAD squared.
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9.4 fors_img_sky flat

The FORS pipeline recipéors_img_sky_flatis used to create a twilight master calibration frame froretao$
raw twilight sky exposures. In order to eliminate the cdmitions of field stars on the jittered sequence of flat
fields, the frame combination method must be based on aimjeaigorithm (rather than on a simple average).
The overscan regions, if present, are removed from thetresul

9.4.1 Input files

SKY_FLAT_IMG: requiredset of raw, unprocessed sky flat field frames.

MASTER_BIAS: requiredmaster bias frame. Just one should be given.

9.4.2 Output files

MASTER_SKY_FLAT_IMG: Sky flat field master calibration frame.
Configuration parameters directly affecting this produet astack_method

9.4.3 Configuration parameters

The configuration parameters setting determines the wayfdh® img_sky_flatrecipe will process the input
frames.

--stack_method:Frames combination methoBefault median
See explanation in recipfors_bias configuration parameters (Section 9.1.3, page 59).

9.5 fors_img_science

The FORS pipeline recipdors_img_sciences used to reduce a direct imaging scientific exposure (thotu
the pre-imaging performed for the preparation of spectipiscobservations). The bias master calibration is
subtracted. The unbiased signal is then divided by the niseadasky flat field, and the overscan regions, if
present, are removed from the result. The calibrated imajeally sent to a source detection and extraction
application (SExtractor 2.5.0 [18]). The recifiers_img_sciencds also used to reduce preimaging exposures
(made for the preparation of spectroscopic observations).

9.5.1 Input files

SCIENCE_IMG: requireddirect imaging scientific exposure.
MASTER_BIAS: requiredbias master calibration frame.

MASTER_SKY_FLAT IMG: requiredsky flat field master calibration frame (normalised or not).
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9.5.2 Output files

SCIENCE_REDUCED_IMG: Reduced science image.

Configuration parameters directly affecting this produet acr_remove

PHOT_BACKGROUND_SCI_IMG: Background map produced by SExtractor [18].

Configuration parameters directly affecting this produet asex_radius

SOURCES_SCI_IMG: List of detected sources, SExtractor’s cut (uncensored)e dontent of this table
exclusively depends on the SExtractor configuration pat@msaetting. Please refer to [17] and [19] for

details.

Configuration parameters directly affecting this produet asex_config--sex_mag--sex_magerr

OBJECT _TABLE_SCI IMG: Detected sources and source properties used by the pip€&hetable is the
result of a selection applied to the list of detected soupreduced by SExtractor: objects with either
status FLAGS different from zero, or negative SExtractorHiW IMAGE, or no computed magnitude,
are excluded from the object table. In addition to that, adyne of the sources parameters are carried
over to the object table:

fwhm:

theta:

ell:
instr_mag:

dinstr_mag:

class_star

Configuration parameters directly affecting this produet asex_config--sex_mag--sex_magerr

a2 CCD position (baricenter) of detected object. Identical to
SExtractor parameter X_IMAGE.

y CCD position (baricenter) of detected object. Identical to
SExtractor parameter Y_IMAGE.

Source width at half maximum, from gaussian fit. Identical
to SExtractor parameter FWHM_IMAGE.

Semi-major axis of object flux distribution, defined as max
RMS of the object profile along any direction. Identical to
SExtractor parameter A_IMAGE.

Semi-minor axis of object flux distribution, defined as min
RMS of the object profile along any direction. Identical to
SExtractor parameter B_IMAGE.

Position angle between semi-major axis and the horizontal
axis, counted counter-clockwise, in the dompinr /2, /2] .
Identical to SExtractor parameter THETA_IMAGE.
Derived asl — a/b.

Instrumental magnitude, corresponding to the chosenr8ésr
magnitude. As a default, identical to SExtractor parameter
MAG_APER.

Error on instrumental magnitude. As a default, identical t
SExtractor parameter MAGERR_APER.

Stellarity index, 1 = star, 0 = galaxy. Identical to SExtac
parameter CLASS_STAR.
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9.5.3 Configuration parameters

The configuration parameters setting determines the wayfdhe img_sciencerecipe will process the input
frames.

--extract_method:Source extraction method.s€x = Use SExtractorfest = Test recipefors_img_sciende
Default sex

The "test" method is just used to check that the recipe warggsly on internal data, independently on
external source detection and extraction programs suckr&for. This is not interesting for the general
user.

--sex_exe:Path to SExtractor executabBefault installation_patibin/sex

This parameter can be changed in order to use other SExtiastallations, different from the one in-
stalled with the pipeline. In principle the pipeline showldrk also with previous (and likely future)
SExtractor releases. This parameter could also be set b fooa user defined program, for example a
script which calls SExtractor and then does some postpsowe®f SExtractor’'s output before control
is returned to the pipeline. The only requirement is thatdpecified command must behave like the
SExtractor executable in terms of command line parametet®atput tables used by the pipeline.

--sex_config:Path to SExtractor configuration filBefault installation_patlishare/fors/config/fors.sex

The SExtractor configuration file pointed by this parameger loe edited and modified, to control the way
SExtractor operates. The SExtractor output parameterddiie param, can also be found in the same
directory: it is a list of the source parameters SExtractoul compute (and that would be written to the
SOURCES_SCI_IMG table, see previous Section). No enthiesld be removed from this file, because
the pipeline recipes rely on them: just new ones may be adbeel parameter-sex_configcan also be
changed in order to use SExtractor configuration files diffefrom the one installed with the pipeline.

--sex_mag: SExtractor magnitude used by recifgefault MAG_APER

SExtractor computes instrumental magnitudes in diffevemgs. Each computation method corresponds
to one entry in the SExtractor output parameters file, farsum (see previous recipe parameteaex_confiy
MAG_BEST, MAG_AUTO, MAG_ISO, MAG_ISOCOR, MAG_BEST, are ggible choices (see the
SExtractor User's Guide [17] for details). The default isim@e aperture magnitude, MAG_APER,
where the aperture diameter (in pixel) is defined by the Sfexdr configuration parameter PHOT_APERTURES
To modify the monitored magnitude, ensure that the cormedipg entry is present in the SExtractor out-
put parameters file, fors.param.

--sex_magerr:SExtractor error on computed magnitudBefault MAGERR_APER

The default is the error on the simple aperture magnitudeGMAPER.

--sex_radius: Median filter radius for background map computatiBefault 64 (unbinned pixels)
This parameter overwrites the value of the parameter BAGRE $ the specified SExtractor configura-
tion file (see recipe parametesex_confiy
--Cr_remove: Remove cosmic ray events from exposubefault false
Cosmic rays are detected and removed from image (by inggipnlof surrounding pixels).
This parameter is not active yet
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9.5.4 Quality control parameters

Currently the following QC parameters, used by PSO and DF®ewaluated by thdors_sciencerecipe.

QC SKYAVG: Mean of sky backgroundJnits: mag/arcsec

The background determination is part of the source extmacilgorithm (provided by SExtractor). This
QC parameter is defined 4 = —2.51log,,(F/A), whereF is the mean of the background map, atd
the area of one image pixel in arcde®ote that this is an instrumental magnitude, where neitoéor
correction nor zeropoint is applied.

QC SKYMED: Median of sky backgroundJnits: mag/arcset

The background determination is part of the source extmdailgorithm (provided by SExtractor). This
QC parameter is defined &$ = —2.5log;,(F/A), whereF is the median of the background map, and
A the area of one image pixel in arcdedlote that this is an instrumental magnitude, where neitbtar
correction nor zeropoint is applied.

QC SKYRMS: Standard deviation of sky backgrourdnits: mag/arcset

Standard deviation of the smoothed background level frenmigédian value. The standard deviation is
determined in term of flux (ADU/s) and then propagated tarimaental magnitude units. More specifi-
cally, if AF is the variation of flux, the corresponding variation in miaughesA M is the differential of
M = —2.5log,(F/A),

AF AF
AM = —25? 10g10 e = 1086?

The background determination is part of the source extmactigorithm (provided by SExtractor).

QC IMGQU: Image quality of scientific exposur&lnits: arcsec

Median FWHM (as computed by SExtractor) of stars detected oalibrated scientific exposure. An
object is considered a star if the corresponding SExtrasttgtarity index is greater than 0.7 and the
FWHM is larger than 1 pixelThis is currently not working correctly

QC IMGQUERR: Uncertainty of image qualityJUnits: arcsec

Population standard deviation of the FWHM values obtairmedefich detected source from their median
value (see parameter QC IMGQU).

QC STELLAVG: Mean stellarity indexUnits: None

Mean SExtractor stellarity index of all objects used for QU computation.

QC IMGQUELL: Mean star ellipticity.Units: None
Mean ellipticity of all objects used for QC IMGQU computatio

QC IMGQUELLERR: Standard deviation of star ellipticitieslnits: None

Computed as 0.6745 times the median absolute deviation reggpect to the median ellipticity of all
objects used for QC IMGQU computation.
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9.6 fors_zeropoint

The FORS pipeline recipéors_zeropointis used to estimate from one imaging exposure on a photansta-
dard stars field the magnitude zeropoint assuming a nomimalsgpheric extinction, as well as the atmospheric
extinction assuming a nominal zeropoint.

The bias master calibration is subtracted from the raw exgos he unbiased signal is then divided by the nor-
malised sky flat field produced by the recifigs_img_sky_flatand the overscan regions, if present, are removed
from the result. The calibrated image is then sent to a salgtection and extraction application (SExtractor
2.5.0 [18]). The detected sources are compared to a cataligstandard stars for identification. The recipe
fors_zeropointuses whatever catalogue is specified in input, either Lasdml Stetson’s, or even both. If both
catalogues are specified, they are merged before being stttk merged catalogue, if two stars are within 5
arcseconds they are considered identical and the one \eitarest magnitude error is remov&@The compar-
ison of observedscatalogue positions is made, whenever possible, apphimg-pattern-matching techniques
(described in detail in Section 10.4.6, page 120). If pattaatching either fails or is not applicable (e.g., too
few standard stars are present in the field-of-view), thenstars identification will be entirely based on the
sky-to-CCD transformation specified in the input image FRE&der (and if this transformation is incorrect the
recipe will definitely fail). Finally, the difference betwe the catalogue magnitude (corrected for the transmis-
sion curve difference between the used filter and the catalfitier) and the instrumental magnitude (based on
electron countshot ADUs, and corrected to airmass zero), is optimally averamedll the identified standard
stars. The derived quantity is conventionally referredsttheframe zeropointz.

In this Section and in the following (page 73), please alwaysr to table 9.6.1 for the meaning of the symbols
used for the quantities involved in the photometric catibra

Symbol | Definition Unit
M Catalogue magnitude mag
C Catalogue color mag
r Linear color correction term
M* Color corrected catalogue magnitudd (— I" - C) mag

m Observed instrumental magnitude mag

A Airmass airmass
E Atmospheric extinction coefficient mag/airmass
Z Zeropoint mag

g Gain ADU/e~

t Exposure time s

Table 9.6.1:Photometry related symbols.

°It should be noted that using simultaneously two differaatalbgues carries a significant risk to produce incondisesults, as
the magnitudes are not derived with the same method in bao#thogies, and as a consequence common stars can differ loyQup t
magnitudes. The use of two catalogues is therefore stratigtpuraged.
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The extinction coefficient corresponding to the estimatointZ is computed as
(Zo — Z)
A

The assumptions on a clear night atmospheric extincligrand instrument zeropoinf, are listed for each
FORS filter in the photometric table (see Section 7.1, pade 44

E=E,+

The zeropoint and the atmospheric extinction computed syrdtipe have the sole purpose of monitoring
the instrument+telescope system and the quality of the spihere. With only one exposure it is impossible
to obtain actual determinations of either the atmosphedio@ion coefficient (mag/airmass) or the instrument
zeropoint!® In order to evaluate them both at least two different expesof standard star fields (not necessarily
of the same field), obtained at (very) different airmassesilevbe needed. This task is performed by the offline
pipeline recipefors_photometry(see Section 9.7, page 73).

9.6.1 Input files

STANDARD_IMG: requiredphotometric standard stars field exposure.

MASTER_BIAS: requiredbias master calibration frame.

MASTER_SKY_FLAT IMG: requiredsky flat field master calibration frame (normalised or not).
FLX_STD_IMG: requiredphotometric standard stars catalogue (see Section 7.2,459

PHOT_TABLE: requiredphotometric table (see Section 7.1, page 44).

9.6.2 Output files

STANDARD_REDUCED_IMG: Reduced standard stars field image.
Configuration parameters directly affecting this produet aone

PHOT_BACKGROUND_STD_ IMG: Background map produced by SExtractor.
Configuration parameters directly affecting this produet asex_radius
SOURCES_STD_IMG: List of detected sources, SExtractor's cut (uncensorede dontent of this table

exclusively depends on the SExtractor configuration patammeetting. Please refer to [17] and [19] for
details.

OThe problem is that there are two unknowisand Z, in the equation
Z=M-m+FA

(for a given star at a given filter, and ignoring for simplcihe color correction term). This means tl#atan be evaluated by making
an assumption o, or the other way around. If an assumption is madetpra Z will be derived which will include all absorption

effects, from atmosphere, mirror, instrument optics, d¢tcZ is fixed, the derivedE will include as well the same mixed absorption
effects. Clearly the zeropoif and the atmospheric extinctidi computed by the recipéors_zeropointare related by

(Z — Z,) = —A(E — BE.)

therefore computing them both does not add informationitlather offers two different views to instrument+atmosghmonitoring.
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Configuration parameters directly affecting this produet asex_config--sex_mag--sex_magerr

ALIGNED_PHOT: Detected sources and source properties selected by tHmejpaith zeropoint estimate

for each object identified as a standard star. This tableéxpansion of the OBJECT_TABLE_SCI_IMG
table produced by the reciptors_img_science(see Section 9.5.2, page 65). To the columns contained
in the OBJECT_TABLE_SCI_IMG, the following columns are add

instr_cmag:

dinstr_cmag:

object:

ra:

dec
cat_mag
dcat_mag
color:
mag:
dmag
use_cat

shift_x:
shift_y:

zeropoint:

dzeropoint:
weight:

Configuration parameters directly affecting this produet asex_config--sex_mag--sex_magerr

Instrumental magnitude, corrected to detector gain =dc{sdns),
unit time (flux), and airmass zero (assuming the clear night
atmospheric extinctio, reported in the input PHOT_TABLE).
This quantity is computed as

m+ 2.5logg+25logt — E,A

Error on corrected instrumental magnitude.

Name of identified standard star (from the input catalogue)

Right Ascension of identified standard star (from the ingatelogue).
Declination of identified standard star (from the inputatague).

Catalogue standard star magnitudé)(

Error on catalogue magnitudé (/7).

Color index of standard sta€’, chosen as in Section 7.1, page 44.

Color corrected catalogue magnitude {).

Error on color corrected catalogue magnitude\(™*).

Use (1) or do not use (0) the flagged standard star in refope_photometry
The recipefors_zeropointwill always set this flag to 1, but the user has the
possibility to exclude it from further processing.

Horizontal offset (in pixels) of identified standard steorh expected position
computed using the sky-to-CCD transformation of the inmage.

Vertical offset (in pixels) of identified standard starrfr@xpected position
computed using the sky-to-CCD transformation of the inmage.

Star zeropoint ), computed amag - instr_cmag, that is

Z=M"—m—25logg—25logt+ E,A

Error on zeropointfA 7).

This number is related to the importance given to each coeadpstar zeropoint
in the computation of the optimally averaged zeropoint. 8afithe weights
might be negative, because the errors on individual zentpaire correlated

(if the covariance matrix is not diagonal the optimal weggate no longer the
inverse of the variance, and may happen to be negative: stierge10.2.1 and
10.2.2 for a mathematical treatment of this problem).
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9.6.3 Configuration parameters

The configuration parameters setting determines the wayftrs_zeropoint recipe will process the input
frames.

--extract_method:Source extraction method.s€x= Use SExtractortest = Test recipe fors_img_sciende
Default sex

--sex_exe:Path to SExtractor executabBefault installation_pattbin/sex

--sex_config:Path to SExtractor configuration filDefault installation_patishare/fors/config/fors.sex
--sex_mag:SExtractor magnitude used by recif@efault MAG_APER

--sex_magerr: SExtractor error on computed magnitudBefault MAGERR_APER

--sex_radius: Median filter radius for background map computatiBefault 64 (unbinned pixels)

The above configuration parameters are in common with thpedors_img_scienceThey are explained
in Section 9.5.3, page 66. Further parameters of reéipe_zeropointare:

--ncat: Number of catalogue stars to use in pattern matcHefault 10

A limited number of catalogue stars (ideally, just 3) can bedito define a pattern to be searched within
the position distribution of the detected objects. The &k@CD transformation associated to the imaging
exposure is used to select from the input catalogue thethiatrare expected to be found in the field-of-
view. The parameterncat specifies how many of these stars should be used to compostempdhe
stars are selected starting from the brightest ones.

--nsource: Number of detected sources for each entry in patteefault 3

The point-pattern made of selected catalogue stars (seenptar--ncaf) must be searched among the
detected objects. Typically there are hundreds of detemitgLts available, and to perform all possible
comparisons would require a long execution time (with nbireprovement of the final result). Therefore
just a subset of detected object (starting from the brigltiess) needs to be selected for pattern compar-
ison. The parameternsourcecontrols how many detected objects should be selected firhing. The
number of selected objects is given by

N = mnsource - ncat

As a defaulthsource= 3 andncat= 10, so030 detected objects would be used in the pattern recognition
process.

Once the pattern is recognised, an improved transformditam catalogue to CCD positions can be
determined, and all the standard stars in the field of viewbeasafely identified. In other words, setting
the parametersnsourceand--ncatdoes not limit the actual number of standard stars that cdimaky
identified.

--kappa: Number of sigmas in triangular pattern scale and angletiefedefault 5.0 sigma

Pattern matching is the result of several triangles corapas (see details in Section 10.4.6, page 120).
When similar triangles are found, the corresponding rotatingle and scale ratio can be determined.
In the determination of the mean transformation, anglessaates that deviate more than the specified
number of sigmas are excluded and the process iteratedvdrgence is reached.
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--search: Start search radius applied to find standard stars in fieldeof. \Default 20 pixel
No matter whether pattern matching was successful or netc#talogue sky positions are converted
into CCD expected positions for each standard star. If patteatching was successful, the sky-to-CCD
transformation would be corrected by mean offset, angld, smale, before being applied. Thearch
parameter indicates what the search radius for a givenstand its expected CCD paosition.

--maxsearch:Max search radius applied to find standard stars in field ef.M@efault 20 pixel
If no sources are found applying the initial search radius search radius is increased by steps of 5 pixels
till the maximum radius specified by this parameter.

--magcutE: Expected max systematic err@efault 1.0 mag

This threshold is applied in zeropoint computation. Anyiwdlal (star) zeropoint which deviates from
the best estimate by more than the specified threshold is@ed) and the zeropoint estimation is iterated.
The sense of this parameter is that any deviation higherdpaaified should be interpreted as an object
misidentification (since it couldn’t possibly be explainggda systematic error in the determination of the
color term).

--magcutk: Number of sigmas in individual zeropoint rejectiddefault 5.0 sigma

This threshold is applied in zeropoint computation, aftemhagcutEscreening, and it deals with purely
statistical errors. Any individual (star) zeropoint whidbviates from the best estimate by more than
the specified number of sigmas is excluded, and the zeropstithation is iterated. The sense of this
parameter is that any deviation higher than specified shioglthterpreted as zeropoint miscalculation
due to unexpected effects (such as imperfections of thectde}e as it could hardly be explained by
random error.

9.6.4 Quality control parameters

Currently the following QC parameters, used by PSO and D®ewaluated by thdors_zeropointrecipe.

QC ZPOINT: Frame zeropointUnits: mag
See subsections of 9.6 above, and Section 10.2 on page 106.

QC ZPOINTRMS: Uncertainty of frame zeropointJnits: mag
This is the expected random statistical error propagated fioth observed and catalogue quantities (see
Section 10.2, page 106).

QC ZPOINT NSTARS: Number of stars used for zeropoint computatiomits: None

QC EXTCOEFF: Atmospheric extinction coefficientnits. mag/airmass

Atmospheric extinction coefficient required to explain the difference betwegn= QC ZPOINT and
the nominal expected zeropoidt, given as input to the recipe, thatis= (Z, — Z)/A + E,, where A
is the airmass, and, is the atmospheric extinction coefficient that was assuroethe computation of
Z (see begin of this Section, page 68).

QC EXTCOEFFERR: Error on atmospheric extinction coefficietitnits. mag/airmass
Error propagation on the computation of QC EXTCOEFF.
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9.7 fors_photometry

This recipe is used for the processing of several ALIGNEDCFlthbles produced by the recifers_zeropoint
enabling the estimation of quantities such as the best aineoie extinction and linear color correction terms
related to a filter. In particular it enables accurate phatioynby determining, from ALIGNED_PHOT tables
derived from a set of dithered (rotated, translated) exyssaf a photometric standard star field, a correction
map relative to a given flat field frame (the same used in fbes_zeropoint processing). This method is
described in [25].

The general model for the observed instrumental magnitugeof stari on exposurg is
mij = M, —T-C; + p(Aj, Cz) + EAj — Zj — 2.51og g; — 2.5log tj + f(.%'ij, yij)

where the symbols are consistent with table 9.6.1 (pagea®@); andy are detector coordinates in pixel. All
guantities are referred to theh star in thej-th exposure as indicated. Non-linear dependencies aceiata
for by the functiong() and f().

In the fors_photometryimplementatiorp() is ad-order polynomial with zero and first order terms set to zero,
that is:

d r
P(A,C) =" prsCrAF
r=2 k=0
The lower order terms are redundant,pgswould be the zeropoinfy,; the atmospheric extinctioR, andp,
the linear color correction termi, which are already explicit in the general equation.

Also f() is a polynomial modeling of the deviations which may be pnese the used sky flat fiel4 In this
polynomial only the constant term is set to zero:

d r
F@,y) =3 forwa™y™"

r=1 k=0
The constant term is redundant, fas would be degenerate with/;.
Indicating in the general equatio; — I' - C; = M* (the color corrected catalogue magnitude, as reported in
table 9.6.1, page 68), in the equation
mij = Mz* —|—p(Aj, Cz) + EA]' — Zj — 2.510g gj — 2.510g tj + f(mij,yij)

the following parameters can be assumed fixed or¥fee:

M7 It can be fixed or free for each individual star. For tk star, if the
corresponding entry in the USE_CAT column of the input ALIED PHOT
table is set td, M; andC; are fixed to the catalogue value®/ is fixed);
otherwise the color corrected magnitudé;', is determined X/ is free). Since
only relative magnitudes can be measured, the magnituddedst one star

"This implies that the input ALIGNED_PHOT tables must all lequced by recipefors_zeropointruns where the same flat field
correction was applied.

12Fixed parameters are input to the model (from either measemeor by assuming nominal values). The free parameteriseof t
model are determined by the linear fit.
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must be assumed; this defines the overall scale of the measagnitudes (see below).
I" The color term can be a free parameter if two or mbfeandC; are provided
(i.e., M} is fixed). Physically, this corresponds to determining thieicterm
by comparing the instrumental magnitudes of a star with kmowlor to its
physical magnitude; however, the magnitude of one morenstst be provided
in order to define the overall zeropoint.
Either the zeropoint for each exposure or a global zeropbican be fitted.
The atmospheric extinction coefficient can be determirfad;a or more
ALIGNED_PHOT tables at different airmass are provided.
f,p The number of free parameters are determined by the usdfisgategrees
of the polynomial. For example, if both degrees are set to,28e sums would
be empty and there will be no polynomial coefficients to fiislhot possible
for the user to provide as input certain (fixed) values of thlgomial coefficients.
To achieve the same effect, a corrected master flat field casdakin fors_zeropoint
to compute the ALIGNED_PHOT tables.

Zj
E

Note that the degeneracy between constant terms is handiedolg settingf,, = 0 and M} = M,, unlike
in [25] where M = Z, = 0 is set. Note also that some combinations (such as fitdpndor each input
ALIGNED_PHOT table along with E) do not make sense and arealioived. The errors of; andt; are not
propagated because these are usually insignificant in grlberror budget, and not readily available.

The method described in [25] Appendix A corresponds to tieviing configuration:

M7 free

fixed

all free

fixed

non-zero orderyd

zero order (no free parameters)

’EkﬁmbNﬁ

The method described in [25] Appendix B corresponds to

M7 fixed

free

;. one free parametef], for all frames
free

non-zero orderd

second order (one free parameter)

S = N T

For a more detailed description of the determination of tloelelis free parameters, see the Section 10.3, page
112.

The fors_photometryimplementation identifies common stars in different fraimgsheir celestial coordinates

(RA, Dec). Therefore only photometric standard stars, foictv RA and Dec are available from the catalogue,
can be used. In principle all of the available sources coeldised, if the astrometric information from the
identified stars would be applied to align the coordinateéesyis of all exposures. This is not yet implemented.
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9.7.1 Input files

ALIGNED_PHOT: required set of one or more tables of detected sources, as produchd Bdipefors_zeropoint

MASTER_SKY_FLAT IMG: required sky flat field master calibration frame as produced by thepeeci
fors_img_sky_flatlt should be the same frame used in all the run$awé_zeropointwhich produced the
input ALIGNED_PHOT tables. The recipe will print warning ssages if the flat fields used to compute
any ALIGNED_PHOT table is different from this frame.

9.7.2 Output files

CORRECTION_MAP: Flat field correction map (magnitude), the evaluatiorf @it each pixel.
Configuration parameters directly affecting this produet all.

CORRECTION_FACTOR: Flat field correction map (flux). The input flat field must be tiplied by this
map in order to produce the corrected flat field.
Configuration parameters directly affecting this produet all.

MASTER_FLAT IMG: Corrected flat field.
Configuration parameters directly affecting this produet all.

9.7.3 Configuration parameters

The configuration parameters setting determines the wayfdng photometryrecipe will process the input
files.

--fitz: Fit a zeropoint for each input table(). Default true
If set to false, a common zeropoiftis derived for all input tables.

--fitm: Fit star magnitudes){;). Default true
If set to true, all magnitudes are fitted. If set to false, adigmitudes are fixed, unless the corresponding
entry in the USE_CAT column of the input ALIGNED_PHOT taldesiet to 0 (meaning "do not use this
catalogue magnitude"). In either case, there is no effethemagnitude of the first standard star in the
first input table, which remains frozen by definition to itsadague value (even if USE_CAT is set to 0).
--fitx: Fit atmospheric extinction coefficien&]. Default false
If set to true, it would be appropriate to sefitz to "false". If all input tables include only sources from
the same airmass, the recipe would probably fail.
-fitc: Fit linear color correction terni() Default false
If set to true, the linear color correction term is fit.

--degreefl: Correction map polynomial degr&efault 2
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--degreef2: Correction map polynomial degr&efault -1

Degree and type of correction polynomial: if both degreesparsitive numbers the matrix of polynomial
coefficients is rectanguladégreeflis related tox and degreef2to y directions), while ifdegreef2is
negative the coefficients matrix is triangular of siEgreefl

--degreep: Polynomial degree of non linear color correcti@efault 0

9.7.4 Quality control parameters

Currently the following QC parameters, used by DFO, areuatall by the fors_photometry recipe. See
subsections of 9.7 above, and Section 10.3 on page 112 far details on how they are computed.

QC INSTRUMENT ZEROPOINT: Instrument zeropointUnits. mag

This is thetrue instrument zeropoint (different from the one computed hbgipe fors_zeropoint see
Section 9.6, page 68). This quantity is computed onHitif=false.

QC INSTRUMENT ZEROPOINT ERROR: Error on instrument zeropointnits: mag

This is the expected random statistical error propagated froth observed and catalogue quantities.

QC ATMOSPHERIC EXTINCTION: Atmospheric extinction coefficientnits: mag/airmass

This is thetrue (mean) atmospheric extinction (different from the one catag by recipdors_zeropoint
see Section 9.6, page 68). This quantity is computed onfiviEtrue.

QC ATMOSPHERIC EXTINCTION ERROR:  Error on atmospheric extinctiotnits: mag/airmass
This is the expected random statistical error propagated fioth observed and catalogue quantities.

QC COLOR CORRECTION: Linear color correction termJnits. none
This quantity is computed only #itc=true.

QC COLOR CORRECTION ERROR: Error color correction termJnits. none
This is the expected random statistical error propagated foth observed and catalogue quantities.

9.8 fors_calib

This recipe identifies reference lines on LSS, MOS and MXU lamp exposures, and traces (if available) the

spectral edges on the associated flat field exposures. Vistinformation the spectral extraction mask to be
applied in the scientific data reduction is determined. Frioeinput flat field exposures a normalised flat field
frame is also derived.

The recipefors_calib can process both FORS1 and FORS2 frames. The input arc lahffatfield exposures

are assumed to be obtained quasi-simultaneously, so thatwbuld be described by exactly the same optical

and spectral distortions.

In the following sections the MXU acronym in the products mantan also be read MOS, or LSS, unless

indicated otherwise.
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9.8.1 Input files

In alphabetical order:

GRISM_TABLE: optionalgrism table. This table defines a subset of recipe configurgthrameters control-
ling the way spectra are extracted for any particular gri8reet of standard grism tables is provided with
the pipeline (see Section 7, page 47 for details).

LAMP_MXU: requiredraw arc lamp spectrum exposure. Just one frame should biisgec

MASTER_BIAS: requiredmaster bias frame. Just one should be given. Alternatiital/possible to specify
a set of raw, unprocessed bias frames (DO category: BlIAShisncase the input BIAS frames are used
for the creation of an internal median MASTER_BIAS framattis finally added to the recipe products
for further use by other recipes.

MASTER_LINECAT: requiredline catalogue. It must contain the reference wavelengthArigstrom) for
the arc lamp used. The only requirement for this table is tain a column listing such wavelengths,
whose name may be specified using the configuration parametlumn(see Section 9.8.3, page 86).
A standard line catalogue is also provided with the pipefmreeach FORS1 and FORS2 grism (see
Section 7 for details).

SCREEN_FLAT_MXU: requiredraw spectral screen flat exposure. If more than one is prdyithe input
frames are averaged into one.

9.8.2 Output files

Not all output frames listed here are always produced. Sdrtleem are created only on request (see Section
9.8.3, page 86), and some other are never created in caseSobiLISSS-like datd® Here is the list of all the
possible output frames, in alphabetical order, togethén wilist of related configuration parametétsNote
that in case of calibrations associated to a MOS observatitmall slits aligned, the product categories will
contain also the acronym LONG before the instrument mode ftaginstance, DELTA_IMAGE_MOS will
become DELTA_IMAGE_LONG_MOS.

CURV_COEFF_MXU: table containing the coefficients of the spatial curvatutidj polynomials. This table
is not produced in case of LSS or LSS-like data. The tablencotuare the following:

slit_id: Slit identification number (see the SLIT_LOCATION_MXU enfor a definition
of theslit_id). Each identification appears twice, in consecutive rolws:top row
refers to the top flat field spectrum edge, the bottom row tbattom edge.

c0,clc2 ... Curvature coefficients, depending on the degree dittiveg polynomial.

Configuration parameters directly affecting this produet-acdegreeand--cmode
Configuration parameters having significant impact-astartwavelengttand--endwavelength

13 sS-like data are obtained in the MOS instrument mode whiethelslits are aligned; this kind of data are processed asgiesi
long slit spectrum.
14see Section 9.8.3, page 86, for a complete description akttipe configuration parameters.
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CURV_TRACES_MXU: table containing thgg CCD positions of the detected spectral edges at different
CCD positions. This table is not produced in case of LSS or-li&Sdata. The table columns are the

following:

X: 2 CCD positions.

t<slit_id>: y CCD positions of the flat spectrum top edge from &liit_id (for the definition
of slit_id see the SLIT_LOCATION_MXU entry).

b<slit_id>: y CCD positions of the flat spectrum bottom edge fromddiit id.

t<slit_id> mod: Modeling of the flat spectrum top edge from liit_id.

b<slit_id> mod: Modeling of the flat spectrum bottom edge from slit_id.
t<slit id> res Residuals of curvature fit of the flat spectrum top edge friirsht_id.
b<slit_id> res Residuals of curvature fit of the flat spectrum bottom edgmfslit slit_id.

Typical tracing residuals are not greater than 0.3 pixede {&gure 9.8.6, page 89).

The traces of some edges may be missing because tracingabvags possible between spectra that are
very close to each other. This does not prevent the final @idraof all the spectra, if a global spatial
curvature model is applied by setting the configuration p&tar--cmode> 0: but residuals cannot be
evaluated in this case.

Note that in case of confusion between nearby spectra, wherexact position of the transition line
between one spectrum and the other can be ambiguous, th®paxithe edge ideally traced by the
global curvature model might not exactly correspond to the {and not observable) spectral edge. It
should be understood, however, that the aim of the computetehis primarily to eliminate the spatial
curvature, and that this can be obtained without knowin@gtisolute positions of the traces. In summary,
observing extracted spectfahat include signal from other spectra and/or extendingobéytheir true
spatial extension, does not imply that the spatial cureatvas not properly removed. As a matter of fact
nearby spectralo sometimes contaminate each other physically, by actudalkingtheir signals (case of
crossing edges). In case of doubt, the extracted spectrdgdshe carefully examined and compared with
the corresponding original spectra found in the CCD expnduororder to set the configuration parameter
--cmodeas appropriately as possible.

The only real solution to this problem would be to design nsaskere spectra are always well separated
from each other (a buffer zone of 3 or 4 pixels would be suffii&®

Configuration parameters directly affecting this produet-acdegreeand--cmode
Configuration parameters having significant impact-astartwavelengttand--endwavelength
DELTA_IMAGE_MXU: deviation from the linear term of the fitting wavelength badition polynomials. This

image is used together with the DISP_RESIDUALS TABLE_MXdbatlow some quality control of the
obtained solutions (see Figure 9.8.1).

Configuration parameters directly affecting this produet-sstartwavelengttand--endwavelength

Configuration parameters having significant impact-adéspersion --peakdetection--wradius and--
wdegree

15See entry REDUCED_LAMP_MXU in this Section, or entries MARP SCI_MXU and MAPPED_ALL_SCI_MXU on page
96.

181t may be pointed out that this problem would "easily" be sdiby applying an accurate physical model of the instruméhts
however would be possible only under the assumption of aptyfstable instrument, a dream that — together with théadiity of
the accurate physical model — remains too often unfulfilled.
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Figure 9.8.1:Top panel: deviation of the identified peaks from the lineamt of the 270th fitting polynomial
(column d270 of the DISP_RESIDUALS TABLE_MXU). The solidi$ the polynomial model with the linear
term subtracted, drawn from row 270 of the DELTA_IMAGE_MXiddpct. Bottom panel: fit residuals of the
identified peaks (identical to the residuals recorded at 80 of the DISP_RESIDUALS MXU image).

DISP_COEFF_MXU: table containing the wavelength calibration polynomiadfticients. This table contains
as many rows as in the REDUCED_LAMP_MXU image, ordered insdime way. The table columns
are the following:

cO,cl c2 ...
nlines;
error:

Model coefficients, depending on the degree of thadjttiolynomial.

Number of identified reference lines used in the fit.

Model mean accuracy computed from the observed fit resdikaéping into account
the number of model free parameters and the number of alaileference lines:

o—o. 4/t

res N
whereo,..; is the standard deviation of the residualghe polynomial degree, andl
the total number of reference lines used in the fit. This eat&a of the model
accuracy makes sense only in absence of systematic tretits iesiduals shown
in the DISP_RESIDUALS MXU image. Typical values of the mbaecuracy
range between 0.05 and 0.1 pixels.

Configuration parameters directly affecting this produet-avdegreeand--wmaode
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Configuration parameters having significant impactatispersion--peakdetection-wradius --wreject
--startwavelengttand--endwavelength

DISP_RESIDUALS_MXU: residuals of each wavelength calibration fit (in pixels).isTimage is only cre-

ated if the--checkconfiguration parameter is set. The residuals of the denvaeelength calibration
with respect to the measured pixel positions of the referearc lamp lines are collected in this im-
age, withx pixels corresponding to the original CCD pixels, amgixels corresponding to the RE-
DUCED_LAMP_MXU pixels (i.e., to the rectified spatial coamdte, see figure 9.8.2). Typical observed
residuals should be around 0.2 pix&isNote that all residuals are shown, including those fromsline
that were excluded from the polynomial fit, i.e., residu@syér than the threshold specified with the
configuration parameterwreject(see Section 9.8.3, page 86).

Configuration parameters directly affecting this produet-sstartwavelengtrand--endwavelength

Configuration parameters having significant impact-adespersion --peakdetection--wradius and--
wdegree

b] Skvoat —version 3,0 disp_residuals mxufits (1)

¥ Zoom

Object: [FLAT,LAME |

ELLT ]

8 < x

L}

Figure 9.8.2.RESIDUAL_MAP_MXU from a FORS2 MXU 600RI arc lamp calibnatitn the foreground is a
plot of the residuals from one image row.

DISP_RESIDUALS_TABLE_MXU: table containing different kinds of residuals of a samplevafelength
calibration fits. Note that all residuals are shown, inahgdihose from lines that were excluded from the
polynomial fit, i.e., residuals larger than the thresholelc#iied with the configuration parametewreject
(see Section 9.8.3, page 86). Just one every 10 of the polghfita listed in the DISP_COEFF_MXU ta-

This is the accuracy of a single peak position measurement.
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ble are examined. For an overview of all the polynomial fisdeals see the DISP_RESIDUALS_MXU
image.

The residuals table columns are the following:

wavelength Wavelengths of the reference lines (see entry MASTER_ITNKE).

r<row>: Fit residuals of the identified peaks (in CCD pixetw is the number of the
examined row of the DISP_COEFF_MXU table.
d<row>: Deviation of the identified peaks from the linear term of fittng polynomial

(in CCD pixel). This can be compared with the correspondow of the
DELTA_IMAGE_MXU product (see Figure 9.8.1).
p<row>: x pixel position of reference lines on CCD.

Configuration parameters directly affecting this produet-sstartwavelengttand--endwavelength

Configuration parameters having significant impact-adéespersion --peakdetection--wradius and--
wdegree

GLOBAL_DISTORTION_TABLE: table containing the modeling of the coefficients of the latistortion
models listed in the DISP_COEFF_MXU and the CURV_COEFF_Mbles. It is produced only if
the configuration parameterslit_ident is set, and at least 12 spectra are found on the CCD. This table
is currently used for quality control, and to support thelior-quick-look scientific data reduction. See
Section 7 for more details.

MAPPED_NORM_FLAT MXU: rectified and wavelength calibrated normalised screen @t finage (see
entry MASTER_NORM_FLAT_MXU in this Section). This is thestdt of applying the extraction
mask derived from the flat field and arc lamp exposures to thmaltsed flat field frame itself. This
image is typically used for instrument health monitorings s$ize is identical to the size of the RE-
DUCED_LAMP_MXU image (see corresponding entry in this &8st

Configuration parameters directly affecting this produet-sstartwavelengttand--endwavelength
Configuration parameters having significant impactatispersion--peakdetection-wradius --wdegree
and--wmaode

MAPPED_SCREEN_FLAT_MXU: rectified and wavelength calibrated master screen flat frembe (see
entry MASTER_SCREEN_FLAT _MXU in this Section). This is thesult of applying the extrac-
tion mask derived from the flat field and arc lamp exposureshi¢ontaster flat field frame itself. This
image is typically used for instrument health monitorindgs size is identical to the size of the RE-
DUCED_LAMP_MXU image (see corresponding entry in this 8eut

Configuration parameters directly affecting this produet-sstartwavelengttand--endwavelength

Configuration parameters having significant impactatispersion --peakdetection-wradius --wdegree
and--wmode

MASTER_BIAS: master bias.

MASTER_NORM_FLAT_MXU: normalised flat field image, derived dividing the master esarat by its
smoothed version (see the smoothing configuration parasndesscription in Section 9.8.3, page 86).
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Comparing this image with the MASTER_SCREEN_FLAT_MXU mayegan immediate feeling of the
goodness of the computed curvature model used for the értnagf the normalised spectra.

Configuration parameters directly affecting this produt -asdegree --ddegree --sradius --dradius
--startwavelengtland--endwavelength

Configuration parameters having significant impact-azdegreeand--cmode
MASTER_SCREEN_FLAT_MXU: combined flat field image. It is the sum of all the input screanfields.
REDUCED_LAMP_MXU: rectified and wavelength calibrated arc lamp image (see&i@i8.3). This is the

Figure 9.8.3REDUCED_LAMP_MXU from a FORS2 MXU 300l arc lamp exposure.

result of applying the extraction mask derived from the fleldfiand arc lamp exposures to the input arc
lamp exposure itself. This image is just useful to get an iiate feeling of the goodness of the computed
extraction mask. Note that this image is also bias and bacikgr subtracted. Its size depends on the
spectral extraction range\,,i», Ama.) @nd on the value used for the dispersion in wavelength ueits p
pixel, D, defined by the configuration parametatispersion(see Section 9.9.3, page 99):

N, = floor Amm)

)\maz -
(P
They size of this image matches thesize of the exposed part of the CDD in the case of LSS o0s LSS-
like data. In the case of multi-spectra observationsytiseze of this image is equal to the total number
of spatially rectified pixels: each slit spectrum is exteacbetween the traces of its top and bottom
edges (see products CURV_TRACES_MXU and CURV_COEFF_M>0j, spatially remapped into a
constant number of pixels at eaehCCD coordinate. The number of rectified pixels for thth slit
spectrum is computed as

N; = ceil(t; — b)) + 1
wheret; andb; are they CCD coordinates of theé-th slit spectrum edges at the position of the grism
central wavelength® N; is increased by 1 to ensure a slight oversampling of thermigiignal. The total

18They correspond to the coefficiertsof the CURV_COEFF_MXU table, or tgtop andybottom inthe SLIT_LOCATION_MXU
table.
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y size of the image is then given by
N,=> "N
1=0

wheren is the number of extracted slit spectra. In case of MOS and MAta the slit spectra are ordered
from top to bottom as they appear on the CCD, and their positioe listed in the SLIT_LOCATION_MXU
table. The wavelength of each image pixel can be computexd tise CRPIX1, CRVAL1 and CDELT1
FITS keywords:

A=CDELT1-(x —CRPIX1)+ CRVAL1

wherex is the pixel number counted from left starting from 1.

Note that resampling the original spectrum at a constanelgagth step introduces distortions of the sig-
nal, that depend on the original signal pixelisation on ti@DCThis is a side-effect of interpolation, that
tends to systematically overestimate and underestimatimtérpolated value according to the position of
the interpolation point with respect to the original CCD@glsd® This is especially evident in the case
of LSS (REDUCED_LAMP_LSS) or LSS-like data (REDUCED_LAMROS with all slits at the same
offset): even if the reference lines of the resampled spertit appear perfectly straight on the rectified
image, the signal level along an image column corresponttiran arc lamp reference line will appear
to follow a wavy pattern. This reminds that the resamplingdéntific data is not always acceptable
(depending on the scientific aim of a specific observatiomanm). A detailed analysis of the scientific
signal should be based on the unrebinned data matched witbotinesponding wavelength map — see
entry WAVELENGTH_MAP_MXU).

Configuration parameters directly affecting this produet-sstartwavelengtrand--endwavelength

Configuration parameters having significant impactatispersion --peakdetection-wradius --wdegree
and--wmaode

SLIT_LOCATION_MXU: slit positions, both on the CCD and on the rectified image efitt lamp exposure
(REDUCED_LAMP_MXU). The slits are listed from top to bottpaccording to theiy position on the
CCD, and they are identified bysdit_id number. Theslit_id is derived from the FITS header of the input
data: in the case of MOS data the slits parameters are WittET'S keywords named

ESO INS MOS<slit_id> <parameter>
For instance, the width in millimeters of the third MOS stitheader is written to the FITS keyword:
ESO INS MOS3 POS
The slit identification number is theskt id> used in the naming convention for these keywords. The

slit_id in the above example is 3. Note that in the FORS1 MOS casslith@ is identical to the slit
sequence number in the top—bottom ordering of the spectiiacoGCD.

In the case of MXU data the slits parameters are written irSft&ywords named

ESO INS MOS1<slit_id> <parameter>

19No matter what interpolation method or kernel is chosers, whil always happen, unless the signal to resample is vetlkavewn
in advance (which makes the interpolation pointless anywthys would allow a perfect resampling of arc lamp spediajnstance,
but would not be applicable to scientific spectra.
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For instance, the position angle of the 42nd MXU slit in heaslevritten to the FITS keyword:
ESO INS MOS142 POSANG

Theslit_id in this case is 42. Note that in the MXU case #fie_id is unrelated to the top—bottom ordering
of the spectra on the CCD (rather referring to the way the maskmanufactured).

The slits location table columns are the following:

slit_id: Slit identification number.

xtop: x CCD position of central wavelength from top end of slit.

ytop: y CCD position of central wavelength from top end of slit.

xbottom: x CCD position of central wavelength from bottom end of slit.

ybottom: y CCD position of central wavelength from bottom end of slit.

position: First row of REDUCED_LAMP_MXU image containing the recati slit spectrum
bottom row. Image rows are counted from bottom, startingnfi

length: Number of rows in REDUCED_LAMP_MXU image including thetdpectrum.

If the slit identification task is not run (see configuraticargmeter-slit_ident Section 9.9.3, page 99),
or if the slit identification task fails (e.qg., in the case a$fj two slits) theslit_id is set to the slit sequence
number in the top—bottom ordering of the spectra on the CQ@birborder to avoid confusion with tags
assigned to identified slits, a negative integer is usedisnctise instead of a positive one.

SLIT_MAP_MXU: map of central wavelength on the CCD. This image is only exk#tthe--checkconfig-
uration parameter is set, and only in case the data are nobtESS-like. It has the same size of the
WAVELENGTH_MAP_MXU image, from which it is derived. This pduct can be seen as an image of
the mask cast on the CCD (see step 5 in Section 10, page 1B43litthimages on the CCD are com-
pared with their positions on the mask, to derive the optigstbrtion model (see steps 6 and 7, always in
Section 10).

Configuration parameters that may have some impact on thikipt are-wdegree--wmode --dispersion
--peakdetection--wradius and--wreject

SPATIAL_MAP_MXU: map of spatial positions on the CCD. This image is not proddiceLSS or LSS-like
data. It has the same size of the CCD, where each pixel haslie of its distance (in CCD pixels) from
the top edge of the spectrum it belongs to (see Figure 9..4pase of confusion between nearby spectra,
the spatial coordinate would just reflect the spatial cumegtand not the absolute spatial coordinate along
the slit: see the note to the CURV_TRACES_MXU entry in thisti&m for more details.

Configuration parameters directly affecting this produet-acdegreeand--cmode
Configuration parameters having significant impact-astartwavelengttand--endwavelength

SPECTRA_DETECTION_MXU: result of the preliminary wavelength calibration appliedthe arc lamp
exposure. This image is only created if theheckconfiguration parameter is set, and only in case the
data are not LSS or LSS-lik€. The preliminary wavelength calibration is performed whie purpose of
detecting and locating MXU and MOS spectra on the CCD (sqe&te Section 10, page 113). In case
of problems found in the recipe products, this image may benéxed. All spectra should look aligned in

2n case of LSS or LSS-like data the preliminary wavelengtibration is actually identical to the final one.
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Figure 9.8.4:SPATIAL_MAP_MXU from a FORS2 600RI flat field tracing, matielé¢h a 2nd degree poly-
nomial. In the foreground is a plot of the distances from the $pectral edge of all pixels from one CCD

row.

wavelength, in particular around the central wavelendgtht is the position used for constructing the slit
map (SLIT_MAP_MXU). Gaps in the solution within a spectrunrayrappear, but if not overwhelming
they have generally no consequences for the data redubtgayse they are filled up consistently while
creating the slit map. The size of this image equals thesize of the REDUCED_LAMP_MXU image,
while its y size matches thg size of the CCD (no spatial rectification performed).

Configuration parameters directly affecting this produet-adispersion --peakdetectionand--wdegree
Configuration parameters having significant impact-astartwavelengttand--endwavelength

SPECTRAL_RESOLUTION_MXU: Mean spectral resolution for each reference arc lamp linge table

columns are the following:

wavelength Wavelength of reference line.

fwhm: Mean FWHM of reference line.
fwhm_rms: Standard deviation of all measured FWHM from all the CCDsamcluding the line.
resolution: Mean spectral resolution, measured as thewagelengthdivided by its FWHM.

resolution_rms. Standard deviation of all the measured spectral resaisifimm all the CCD rows

containing the line.
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Figure 9.8.5:Resolution vs. wavelength in a SPECTRAL_RESOLUTION_MME tierived from a FORS2
MXU 600RI arc lamp exposure.

WAVELENGTH_MAP_MXU: map of wavelengths on the CCD. This image has the same sibe @E€D,
where each pixel has the value of the wavelength at its cahtsailable.

Configuration parameters directly affecting this produet-sstartwavelengttand--endwavelength

Configuration parameters having significant impact-adéspersion --peakdetection--wradius and--
wdegree

9.8.3 Configuration parameters

The configuration parameters setting determines the waydfse calib recipe will process the input data, and
to some extent the product files that will be created. Therparars are conveniently divided into four main
sections: wavelength calibration, spatial curvaturebcation, flat field normalisation, and quality control.

Wavelength calibration

--dispersion: Expected spectral dispersioRefault 0.0 A/pixel

This parameter is mandatory (using the default 0.0 woul@ga an error message). This is a rough value
of the expected spectral dispersion, used by the pattengnition algorithm described in Section 10.4.2,
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page 116. The dispersion values listed in the FORS1+2 Usaeudd13] are good, but in exceptional

cases they might be tuned for recovering possible failuféiseodata reduction procedure, or to improve
the quality of unsatisfactory results. In general, howgther spectral detection algorithm is very robust
to modifications of this parameter: as a typical examplehwi®©ORS2 3001 grism data, for which the

tabulated mean dispersion value is 1.62 A/pixel, optimsililts (at constant quality) are obtained within
the interval 1.40-1.75 A/pixet

Optimal values for this parameter, depending on the appgjiesin, are included in the GRISM_TABLE
(see previous Section, page 47). Note that-tdespersionvalue must refer to the real CCD pixel size:
the given value of the dispersion is internally multipliedthe rebin factor, to match the real pixel size of
the input dat&? In this way the value of the parametedispersionis made independent from the CCD
readout mode.

The value of the-dispersionparameter, multiplied by the rebin factor, is defining als® tonstant wave-
length step at which the rectified arc lamp frame and otheilaimproducts are resampled (see the RE-
DUCED_LAMP_MXU entry, page 82).

--peakdetection:Initial peak detection thresholdefault 0.0 ADU

This parameter is mandatory (using the default 0.0 woulegga an error message). This is a threshold
value used in the preliminary peak detection task (see@et0.4.1, page 114): the reference lines candi-
dates are selected from peaks having a maximum \aoge the backgrounthigher than this threshold.
Weaker entries of the input line catalogue are recoveren tat, after the preliminary wavelength cali-
bration is obtained, if the parametewradiusis set to a value greater than zero. It is however crucial that
most of the reference lines are already detected at theesiaskiage, if the pattern-recognition is meant
to give the best possible results. A threshold value of 250A®suitable in most cases, but sometimes
the recovery of fainter reference lines may require to lotkerthreshold almost down to noise legl.
Optimal values for this parameter, depending on the appgjiesin, are included in the GRISM_TABLE
(see previous Section, page 47).

--startwavelength:Start wavelength in spectral extractiddefault 0.0 Angstrom
See the-endwavelengtiparameter.

--endwavelength:End wavelength in spectral extractidbefault 0.0 Angstrom

This parameter, together with thetartwavelengtiparameter, defines the wavelength interval where cal-
ibration is attempted: this interval may not be entirely taimed in the CCD for all spectra. Default
values of the extraction interval, depending on the appdigsim, are included in the GRISM_TABLE
(see previous Section, page 47). If betstartwavelengttand--endwavelengtlare left to 0.0, the extrac-
tion interval is computed automatically as the intervamien the first and the last identified arc lamp
reference lines, extrapolated by 10% at its blue and red @aedsSection 10.4.3, page 119).

2This is not true for all kinds of data: for instance, in theeathe FORS2 600B grism data only dispersion values aroi§%-0.66
A/pixel can provide good results. This tolerance mostlyates on the dispersion law of the applied grism, and on thitala arc
lamp lines.

22The rebin factor along the dispersion direction is writteithie FITS header keyword ESO DET WIN1 BINX.

31 owering this threshold below a&-noise level would completely destroy the observed patiersuch extreme cases a preliminary
smoothing of the input arc lamp exposure for reducing th@emnoise may help.
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--wdegree: Degree of wavelength calibration polynomi&lefault 0

This parameter is mandatory (using the default O would ge#aean error message). The degree used for
the wavelength calibration polynomial should be the lovileat would provide non-systematic residuals
to the solution (see the DISP_RESIDUALS_MXU entry, page 80ptimal values of the extraction
interval, depending on the applied grism, are includedé@GIRISM_TABLE (see previous Section, page
47).

Note that the-wdegreeparameter should be more correctly intended asrtheimunmapplicable polyno-
mial order: the polynomial is really adapted to the numbedentified arc lamp lines used in the fit. This
is necessary, because spectra from slits with very higletsffsn the telescope focal plane may not be
entirely contained in the CCD, and several arc lamp referdines might be unavailable for calibration.
Such spectra would not be properly calibrated if a polynbmith too many free parameters were used.
As a rule, a polynomial with the specifiednvdegreeis only used if the number of identified lines is at
least twice the number of free parameters: if this were rotctse, the applied polynomial order would
be

n = floor(g) -1

whereN is the number of identified reference lines. Accordingly,sotution is computed if less than 4
reference lines are identified.

--wradius: Search radius, if iterating pattern-matching with firsegsimethodDefault 4 pixel

If this parameter is greater than zero, the peak identifinasi iterated using the pattern-matching solution
as a first-guess model: the wavelengths listed in the inpatdatalogue are transformed to CCD pixel
positions using the model, and a peak is searched withingheified search radilfé. Alternatively,
setting--wradius= 0 means to accept the pattern-matching solution withathdéu processing. Iterating
the solution makes the wavelength calibration more rolarsd, increasing the search radius may help
sometimes to recover from a bad result. It may happen howbetrthe pattern-matching solution is
more accurate than the one based on the iteration: this &ibedn the pattern-matching task peaks are
identified by their being part of a pattern, while with a figgtess model each peak is identified by its
vicinity to its expected position: the latter approach megd to occasional misidentifications, and may
be more negatively affected by contamination and linesditen(see also Section 10.4.1, page 114).

--wreject: Rejection threshold in dispersion relation fit (pixdDefault 0.7 pixel

The wavelength calibration polynomial fit is iterated exiihg any reference line position displaying a
residual greater than the specified threshold.

--wmode: Interpolation mode of wavelength solution (0 = no interpiola 1 = fill gaps, 2 = global model).
Default 2

This parameter only affects the processing of LSS and Li8Sdata. Given the wide availability of
similar information on a long slit spectrum, it is conceil@bn improvement of the quality of the wave-
length calibration by modeling the global trend of the losalutions obtained from each CCD row. If
--wmode= 1 the global model is applied just to fill possible gaps ingbkition, maintaining the result
of the local calibrations where they are available--¥fmode= 2 the global model solution is used for
replacing also the available local solutions. No interpotais applied to the data #fwmode= 0.

24t a search radius greater than zero is specified, but thesrefe lines widths are even greater, the search radiusamatitally set
to the actual lines widths.
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--wcolumn: Name of line catalogue table column with wavelengtbsfault WLEN

This is the name of the MASTER_LINECAT table column wheredhelamp reference wavelengths are
listed. The default is the name of the relevant column in thadard line catalogue (see also the MAS-
TER_LINECAT entry on page 77). This would allow the usagerf &ITS table, supplied by the user,

containing a list of wavelengths to be processed by thenpatéeognition task. The only requirement is
that the listed wavelengths are given in Angstrom, and tiet are sorted from blue to red.

Spatial curvature calibration

--cdegree: Degree of spatial curvature polynomi&lefault 0

This parameter is mandatory (using the default 0 would gaeean error message). In general a 2nd
degree polynomial gives good results. Optimal values ddipgron the applied grism are included in the
GRISM_TABLE (see previous Section, page 47).
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Figure 9.8.6:Systematic residuals of curvature model (from a FORS2 MXABG(at field exposure).

Systematic residuals, oscillating from positive to negatiffsets of about 0.2—-0.3 pixels, are frequently
observed, and are confirmed also by other data reductiorrsgs{see Figure 9.8.6). The systematic
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residuals are due to the changing pixelisation of the spleetiges on the CCD, and therefore they should
not be considered physical. A low degree polynomial fit appetely circumvents this effect by cutting
through such oscillations. Trying to fit such residuals witgher degree polynomials would lead to
unstable and unrealistic solutions.

--cmode: Interpolation mode of curvature solution (0 = no interpiolat 1 = fill gaps, 2 = global model).
Default 1

This parameter does not affect the processing of LSS or iKeStata. Using a global description of the
spatial curvature helps to extract also those spectra widges cannot be traced because of confusion
with nearby spectra. H-cmode= 0 the only recovery strategy consists in supplying a mgssiace by
replicating the trace of the opposite edge (opportunelftesh)i This is however not very accurate, and it
is not even applicable if a tracing is missing for both eddes slit spectrunt® By setting--cmode= 1 a
global trend of the curvature coefficients would be deteedjrallowing to derive a curvature model also
for the spectral edges that are lacking a direct tracingirfgetcmode= 2 would recompute the curvature
model also for the spectra where a local solution is avadlatilis is generally not advisable, because a
local solution is generally more accurate than the one delévfrom the global solution.

--slit_ident: Attempt slit identification.Default TRUE

This parameter does not affect the processing of LSS or iKeSihta. Setting this parameter activates
the 2D pattern-recognition task linking the slits positan the mask with those on the CCD (see Section
10.4.6, page 120). In principle, the only outcome would ke ittentification of the detected spectra,
i.e., their association to the slits on the mask, that is eqtired for a complete processing of the data:
spectra would be extracted anyway, even if lacking a progentification?® However, as shown in
Section 10.4.6, the 2D pattern-recognition is also usecfime an optical distortion model that helps to
improve the accuracy of the preliminary spectra detectiond,in some case even to allow the recovery of
spectra that were lost to the spectral identification taslis 1B why the slit identification should always be
requested: the only reason why the paramesdit_identwas defined is to offer to possibility to switch the
2D pattern-matching task off in case this affected negltitree data reduction proced$.Note also that
excluding the slit identification would also allow to redwtata from instruments different from FORS1
and FORSZ8

Flat field normalisation

--sdegree: Degree of flat field fitting polynomial along spatial directidefault 4

This parameter only affects the processing of LSS and Li§Sdata. If the configuration parameter
sdegreas set to a non-negative value, the master flat field normadisé performed by modeling its large
scale trend with a polynomial fitted along the spatial dimt{and not along the dispersion direction, as

2In this case the spectrum would not be extracted.

2N fact, the 2D pattern-recognition task would fail in caeed than three spectra were detected on the CCD, and alsseitihea
spectra were regularly spaced, as it happens with someatidib masks: but in neither situation spectra identifaratiepresents a
practical issue.

2This was never seen to happen, but one never knows...

2The only reason why the self-calibrating recipes descrimre are not readily usable for any MOS instrument is thatwig the
slit characteristics are listed in the data FITS headerstistandardised. It should also be pointed out that thegge®are not designed
to handle data with spectral multiplexing, as those from-tegolution observations made with VIMOS.
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for the case of shorter slits), for each CCD column--$idegree< 0 the illumination trend is obtained
instead by median filtering with a running box of sizedradiusand--sradius

--ddegree: Degree of flat field fitting polynomial along dispersion difen. Default -1

This parameter does not affect the processing of LSS or ikeStata. If--ddegreds set to a non-negative
value, the master flat field normalisation is performed by etiod its large scale trend with a polynomial
fitted along the dispersion direction. The flat field specteaspatially rectified applying the curvature
model before the fit is performed, and the smoothed resultapped back to the CCD frame before
being used for normalising the master flat field:-tfdegree< 0 the illumination trend is obtained instead
by median filtering the spatially rectified spectra with ammg box of sizes-dradius and --sradius
Polynomial modeling should be preferred whenever appatgri.e., in all those cases where the flat field
illumination does not vary with the wavelength in a too coexplvay, and the fit residuals would not
display systematic displacements from the flat field illuation trend.

--dradius: Smooth box radius for flat field along dispersion directibefault 10 pixel
See the-sradiusparameter.

--sradius: Smooth box radius for flat field along spatial directi@efault 10 pixel

This parameter, together withdradius affects the processing of LSS and LSS-like data only in ease
sdegreds negative, and the processing of multi-spectra data onbase--ddegreeis negative --sradius
and--dradiusare the sizes (in pixel) along the spatial and dispersicgctions of the running box applied
for smoothing the master flat field before its final normaiat

Quiality control

--qc. Compute QC1 parameteBefault TRUE

Setting this parameter will trigger the Quality Control giaweters computation. This is just relevant for the
on-line pipeline run automatically on Paranal, and for tifidiime reduction of Service Mode observations
performed by DFO. See Section 9.8.4 for a list of the compptedmeters.

--check: Create intermediate producfBefault FALSE

Setting this parameter will write to disk some intermedjateducts of the data reduction procedure. This
may be useful for debug purposes, in case of unsatisfactsylts or failures of thefors_calib recipe.
Currently the created intermediate products are SPECTRABECTION_MXU and SLIT_MAP_MXU
(see page 84).

9.8.4 Quality control parameters

Currently the following QC parameters, used by PSO and DF®ewgaluated by thdors_calib recipe. Note
that, unless indicated otherwise, the acronym LSS in tharperers hames can also be read MXU and MOS.

QC WAVE ACCURACY: Mean wavelength calibration accuratynits: pixel

This is the mean value of therror column in table DISP_COEFF_LSS (see the corresponding antr
this Section 9.8.2, page 77).
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QC WAVE ACCURACY ERROR: Error of mean wavelength calibration accuradyits. pixel

This is the standard deviation of tleeror column in table DISP_COEFF_LSS (see the corresponding
entry in this Section 9.8.2, page 77).

QC LSS RESOLUTION: Mean spectral resolution of all identified arc lamp lingsiits: none

From a wavelength calibrated arc lamp exposure, the meanrapeesolution for each line in catalogue
is evaluated as the ratio between its wavelength and its FWF results are written to the SPEC-
TRAL_RESOLUTION_LSS table (see page 85), and the meanutsolof all lines is written to the
keyword ESO QC LSS RESOLUTION of its FITS header.

QC LSS RESOLUTION RMS: Scatter of all computed spectral resolutiobsits. none

Population RMS of all values contributing to the mean sggcarsolution (QC LSS RESOLUTION). This
value is written to the keyword ESO QC LSS RESOLUTION RMS ef ®PECTRAL_RESOLUTION_LSS
table (see above).

QC LSS RESOLUTION NLINES: Number of lines used for computing the mean resolutidnits: none

Number of reference arc lamp lines used in the computatidheofean resolution. This value is written
to the keyword ESO QC LSS RESOLUTION NLINES of the SPECTRAESOLUTION_LSS table
(see above).

QC LSS RESOLUTION NWAVE: Number of wavelengths used for computing the mean resaolutimits:
none

Number of distinct arc lamp lines wavelengths used in themgation of the mean resolution. This value
is written to the keyword ESO QC LSS RESOLUTION NWAVE of the EBPTRAL_RESOLUTION_LSS
table (see above).

QC LSS RESOLUTION MEANRMS: Mean RMS of spectral resolution at each wavelengthits: none
Mean RMS of in the determination of the spectral resolutibeaeh wavelength.

QC LSS CENTRAL WAVELENGTH: Wavelength at CCD centeldnits: Angstrom

After the wavelength calibration is obtained from an LSS 8S:like arc lamp exposure, the wavelength
corresponding to the central CCD pixel is calculated. Thisameter is not computed for MOS/MXU
observations, but just for LSS observations made with thedea slit, and for MOS observations having
all slitlets at offset 0.0 (in the MOS case the parameteriisath QC MOS CENTRAL WAVELENGTH).
The central wavelength is written to the keyword ESO QC LSINTRAL WAVELENGTH of the
wavelength map FITS header (see entry WAVELENGTH_MAP_M>Xdge 86).

9.9 fors_science

This recipe is used for reducing FORS1 and FORS2 LSS, MOS axd Mcientific spectra applying the
extraction mask and the normalised flat field created by ttipedors_calibh The slit spectra are bias subtracted,
flat fielded if requested, and remapped eliminating the aptlistortions. The input wavelength calibration can
optionally be adjusted to a number of reference sky linesalByj, objects are searched and extracted from all
the slit spectra.
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In the following sections the MXU acronym in the products eantan also be read MOS, or LSS, unless
indicated otherwise. In the same way the word SCIENCE mayltbenatively read STANDARD, as the
spectroscopic standard stars exposures are reduced mtifiscxposures. In case of standard star observations
the SCI acronym in the products names should also be read?STD.

9.9.1 Input files

In alphabetical order:

CURV_COEFF_MXU: requiredtable with spatial curvature coefficients, howewet requiredfor LSS and
LSS-like observation¥ This table is produced by théors_calib recipe (see page 77).

DISP_COEFF_MXU: required table with wavelength solution coefficients. This table isduced by the
fors_calib recipe (see page 79).

GRISM_TABLE: optionalgrism table. See Section 9.8.1, page 47.
MASTER_BIAS: requiredmaster bias frame. Just one should be given.

MASTER_NORM_FLAT_MXU: optional normalised flat field. This frame is produced by tfiers_calib
recipe (see page 81), and it must be provided only if the flat éi@rrection is requested (see configuration
parameter-flatfield Section 9.9.3, page 99).

MASTER_SKYLINECAT: optionalsky lines catalogue. It must contain the reference wavéhsn@n Angstrom)
of the sky lines used for adjusting the input wavelength tamhuto the observed scientific spectra. The
only requirement for this table is to contain a column ligtsuch wavelengths, whose name should be
specified using the configuration parametarcolumn(see Section 9.9.3, page 99). If the alignment of
the wavelength solution to the sky lines is requested, butASWER_SKYLINECAT is not specified in
input, an internal sky line catalogue is used instead (sbke™9.1).

SCIENCE_MXU: requiredscientific exposure. Just one frame should be specified.

2In this way it may happen that up to 9 different category namay be assigned to a product having exactly the same comtent i
exactly the same format. For instance, the table carryiagitbpersion coefficients referring to the spatially restifspectra, may be
assigned the following category names:

1. DISP_COEFF_MXU for MXU data reduced Hprs_calib

DISP_COEFF_MOS for MOS data reduced foys_calib

DISP_COEFF_LSS for LSS data reducedfoys_calib
DISP_COEFF_SCI_MXU for MXU scientific data reduced foys_science
DISP_COEFF_SCI_MOS for MOS scientific data reduceddrg_science
DISP_COEFF_SCI_LSS for LSS scientific data reduceddrg_science
DISP_COEFF_STD_MXU for MXU standard star data reduceddrg_science
DISP_COEFF_STD_MOS for MOS standard star data reducefiisy sciencend,
DISP_COEFF_STD_LSS for LSS standard star data reducddrisy science

© © N o g~ w D

30Currently no spatial curvature correction is applied to ld&8, this will be fixed in the next releases.
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SLIT_LOCATION_MXU: requiredtable of slits positions. This table is produced by tfoes_calib recipe
(see page 83).

Wavelength | Low resolution | Wavelength | Low resolution
5577.338 vV 7329.148
5889.953 7340.885
5895.923 7358.659
5915.301 7571.746 Vv
5932.862 7750.640
5953.420 7759.996
6257.961 7794.112
6287.434 7808.467
6300.304 V 7821.503
6306.869 7841.266
6363.780 7913.708
6498.729 7949.204
6533.044 7964.650 Vv
6553.617 7993.332 Vv
6841.945 8014.059
6863.955 V 8310.719
6870.994 8344.602
6889.288 8382.392
6900.833 8399.170
6912.623 8415.231
6923.220 8430.174
6939.521 8452.250
6969.930 8493.389
7003.858 8791.186
7244.907 8827.096
7276.405 8885.850
7284.439 8903.114
7316.282 8943.395
8988.366

Table 9.9.1:Default sky lines wavelengths used by the recipes_science The marked lines are those used
on data from low resolution grisms, i.e., all grisms with 3f{mm or less.
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9.9.2 Output files

Not all output frames listed here are always produced. Sdntieem are created only on request, and some
other are never created in case of LSS or LSS-like #atdere is the list of all the possible output frames, in
alphabetical order, together with a list of related configion parameter®

DISP_COEFF_SCI_MXU: This adjustment of the input DISP_COEFF_MXU table is onlgated in case
the alignment of the wavelength solution to the sky lineguested (see the configuration parameter
skyalign Section 9.9.3, page 99). For a description of this prodeetise DISP_COEFF_MXU entry on
page 79. Inthe DISP_COEFF_SCI_MXU table #mor column content is computed by (quadratically)
summing the errors of the input wavelength solution withdh®rs of the sky alignment fit. Similarly,
in the nlinescolumn the number of sky lines used for the alignment regléloe number of reference arc
lamp lines on which the input calibration was based.

Configuration parameters directly affecting this produetskyalign --startwavelengttand--endwavelength

GLOBAL_SKY_SPECTRUM_MXU: table with supersampled sky spectrum, created only if tbbailsky
subtraction is requested (see configuration parametkyglobal Section 9.9.3, page 99). Each wave-
length bin is half the resampling step, multiplied by the Cf@Badout rebin factor (see the configuration
parameter-dispersion Section 9.9.3, page 99).

The spectra contained in the input scientific exposure (#eSCIENCE_MXU entry on page 93) are
assumed to contain altogether at least 50% of their pixeth@sky. Moreover, all thecientificslits are
assumed to have the same widthThe wavelength map derived from the input DISP_COEFF_MXU
table (possibly adjusted by the sky lines alignment taskséed to map all the spectral signal in the CCD
into a grid of wavelength bins. The sky spectrum is compugetha median level of all the pixel values
of all the CCD spectra in each wavelength bin. The median efttntributing wavelengths (which are
not uniformely distributed within the bin) is also assignie@dach bin. Empty bins are computed by linear
interpolation between the nearest valid bins, and in thée @abin is assigned its central wavelength.

The global sky table includes the following columns:

wavelength Bin wavelength.
sky: Median signal level for each bin.
npoints: Number of points contributing to each bin.

Configuration parameters directly affecting this produetakygloba] --time_normalise--startwavelength
and--endwavelength

MAPPED_ALL_SCI_MXU: image with rectified and wavelength calibrated slit speclitgz size depends
on the spectral extraction ran@®,,.;», Amaq) @nd on the specified resampling step in wavelength units

81| SS-like data are obtained in MOS or MXU instrument modesalt the slits aligned; this kind of data are processed aBgiesi
long slit spectrum.

323ee Section 9.9.3, page 99, for a complete description okttipe configuration parameters.

33|f this were not the case, the global sky model quality wowdgbborer, and only the slits with a median slit width would begerly
corrected. This may be fixed by applying a local sky subtoactollowing the global one, but this would eliminate the adtages of
using a global sky model.
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per pixel, D, defined by the configuration parametatispersion(see Section 9.9.3, page 99):

N, = floor (7)\%&1—) )\mm)

They size is determined in the same way as for the REDUCED_LAMP UMixame (see page 82).

Note that resampling the original spectrum at a constaneleagth step introduces distortions of the
signal, that depend on the original signal pixelisationftn@CD, and it introduces noise correlation. See
the final note to the REDUCED_LAMP_MXU entry on page 82.

Configuration parameters directly affecting this produetalispersion--flux, --flatfield, --time_normalise
--skyalign --startwavelengttand--endwavelength

MAPPED_SCI_MXU: image with rectified, wavelength calibrated and sky subtslit spectra. This im-
age matches in size the MAPPED_ALL_SCI_MXU image, and igipced only if any kind of sky
subtraction (global and/or local) is requested.

Configuration parameters directly affecting this produet-adispersion --flux, --cosmics --flatfield, --
time_normalise--skyalign --startwavelengtfand--endwavelength

Configuration parameters having significant impact-askeymedian--skylocal and--skyglobal

MAPPED_SKY_SCI_MXU: image with rectified and wavelength calibrated slit sky $&@ec This image
contains the modeled sky that was subtracted from the ffitdettdita, either before or after the scientific
spectra rectification (or even both, if the configuratiorapagters-skyglobaland--skymediarwere both
set: the contribution of the global sky model is includedhistimage even if the global sky subtraction
is really applied to the data before their rectification).eTky model component subtracted before the
rectification of the scientific spectra can be viewed sepbratt the GLOBAL_SKY_SPECTRUM_MXU
and the UNMAPPED_SKY_SCI_MXU products.

The MAPPED_SKY_SCI_MXU also includes the identified cosmaig signal in case the cosmic rays
removal is requested (see configuration parametesmics Section 9.9.3, page 99).

Configuration parameters directly affecting this produetskymedian--skygloba) --skylocal --cosmics
--time_normalise--startwavelengtland--endwavelength

Configuration parameters having significant impact-eskyalign --flux, and--flatfield

OBJECT_TABLE_SCI_MXU: This table is an expansion of the input SLIT_LOCATION_MXUbka (see
page 83), where the positions and the extraction spatiahvals of the detected objects are also in-
cluded3* This table is produced only if any kind of sky subtractionofgl and/or local) is requested,
otherwise no object detection or extraction is attemptdte glits location table columns are the follow-

ing:
slit_id: Slit identification number.

xtop: x CCD position of central wavelength from top end of slit.
ytop: y CCD position of central wavelength from top end of slit.
xbottom: x CCD position of central wavelength from bottom end of slit.
ybottom: y CCD position of central wavelength from bottom end of slit.

34A SLIT_LOCATION_LSS table is not defined for LSS or LSS-likatd, but an OBJECT_TABLE_SCI_MXU containing one slit
with its objects is produced anyway.



Doc: VLT-MAN-ESO-19500-4106
ESO FORS Pipeline User Manual | !Ssue: Issue 2.9
Date: Date 2008-09-09
Page: 97 of 125
position: First row of the rectified images (MAPPED_ALL_SCI_MXU

and MAPPED_SCI_MXU) containing the rectified slit spectrum
Image rows are counted from bottom, starting from 0.

length: Number of rows in rectified images including the slit speatr
object_1, object_2, ... Detected objects positions in the rectified images.

start_1, start_2, .. Start position of the extraction interval for each object.
end_1,end_2, ... End position of the extraction interval for each object.

row_1, row 2, ... Row number of the REDUCED_SCI_MXU image containing

the extracted object spectrum. Image rows are counted faitarh,
starting from 0.

Configuration parameters directly affecting this produet-sslit_margin --ext_radius --cont_radius
Configuration parameters that may have significant impact-startwavelengttand--endwavelength

REDUCED_ERROR_SCI_MXU: image with errors (one sigma level) corresponding to theaektd objects
spectra. This image matches the REDUCED_SCI_MXU image.

Configuration parameters directly affecting this produet-adispersion --ext_mode--time_normalise
--startwavelengtland--endwavelength

Configuration parameters having significant impact -asét_margin --ext_radius --cont_radius and
--flux.

REDUCED_SCI_MXU: image with extracted objects spectra. This image has the sasize of the image
with the extracted slit spectra, MAPPED_SCI_MXU, and as ymamws as the detected and extracted
object spectra. Extracted spectra are written to the imags listed in the OBJECT_TABLE_SCI_MXU
table.

Configuration parameters directly affecting this produet-adispersion --ext_mode--time_normalise
--startwavelengtland--endwavelength

Configuration parameters having significant impactai@_margin --ext_radius--cont_radius--skyalign
--flux, --flatfield, --skygloba] --skylocal --skymedianand--cosmics

REDUCED_SKY_SCI_MXU: image with sky corresponding to the extracted objects specthe sky is
extracted in the same way as the objects, e.q., if optimajheiwere applied to the object extraction, the
same weights are applied to the sky extraction. This imagehmathe REDUCED_SCI_MXU image.

Configuration parameters directly affecting this produet-adispersion --ext_mode--time_normalise
--startwavelengttand--endwavelength

Configuration parameters having significant impactasi_margin --ext_radius--cont_radius--skyalign
--flux, --flatfield, --skylocal --skyglobaland--skymedian

SKY_SHIFTS_LONG_SCI_MXU: table containing the observed sky lines offsets that weed @ adjust-
ing the input wavelength solution. This table is only progihdf the sky lines alignment is requested (see
configuration parameterskyalign Section 9.9.3, page 99), and is specific to LSS and LSS-8ka @dor
multi-spectra observations the SKY_SHIFTS_SLIT_SCI_MXable is produced instead).

This table has as many rows as the MAPPED_ALL_SCI_MXU image, it contains two columns for
each of the examined sky lines:
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off 5577 Observed skyline offset (in pixel) at each CCD row. Thegetetruncation of each sky

line wavelength is used for composing the correspondingnanlname (in this
example the column name refers to the 5577.338 O | emission).
fit 5577 Modeling of theoff 5577offsets.

This table may be very useful for judging what would be the napgpropriate modeling of the observed
offsets, and to what extent the input wavelength calibratéally needs to be adjusted.

Configuration parameters directly affecting this produet-sstartwavelengttand--endwavelength

SKY_SHIFTS_SLIT_SCI_MXU: table containing the observed sky lines offsets that weed e adjusting
the input wavelength solution. This table is only produdethé sky lines alignment is requested (see
configuration parameterskyalign Section 9.9.3, page 99), and is specific to multi-spectsefations
(for LSS and LSS-like observations the SKY_SHIFTS LONGI $€XU table is produced instead).
This table has one row for each of the sky lines used for tigmadent, and one column for each slit where
sky lines could be detectéd.

The included columns are the following:

wave Sky line wavelength.
offsetsslit_id>: Observed offsets for the slit spectrum with itifécation slit_id.

This table may be very useful for judging what would be the napgpropriate modeling of the observed
offsets, and to what extent the input wavelength calibratéally needs to be adjusted.

Configuration parameters directly affecting this produet-sstartwavelengtrand--endwavelength

UNMAPPED_SCI_MXU: image with the sky subtracted scientific spectra on the C@mdy, created only if
the global or the local sky subtraction is requested (seedhéiguration parametersskyglobaland--
skyloca) Section 9.9.3, page 99§.This image is derived subtracting the UNMAPPED_SKY_SCI_WX
from the bias subtracted and flat fielded scientific frame.

Configuration parameters directly affecting this produetskygloba) --skylocal --skyalign --time_normalise
--startwavelengttand--endwavelength

UNMAPPED_SKY_SCI_MXU: this image has the same size of the CCD, and is created if ¢itbaylobal
or the local sky subtraction is requested.

If --skyglobalis set (see the configuration parameteskygloba] Section 9.9.3, page 99), this image
contains the global sky model mapped on the CCD frame, défigen the supersampled sky spectrum
contained in the GLOBAL_SKY_SPECTRUM_MXU table. Each oriét® pixels is assigned a value
obtained by linear interpolation of the two wavelengthshaf supersampled spectrum that are closest to
its wavelength.

If --skylocalis set (see the configuration parametskylocal Section 9.9.3, page 99), this image contains
the sky model obtained by interpolating the sky signal tretwhg the spatial direction, directly on the
CCD frame.

%5n general the sky lines detection fails for reference diitat are typically filled up by very bright objects.
%In the case of LSS or LSS-like data this image is only creatiH thie --skyglobaloption, because theskylocaloption is not
available.
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The global sky subtraction consists of subtracting thisgenftom the original bias subtracted and flat
field corrected scientific exposure.

Configuration parameters directly affecting this produet-askygloba) --skyalign --time_normalise--
startwavelengttand--endwavelength

WAVELENGTH_MAP_SCI_MXU: This upgraded version of the wavelength map is only prodiucedse
the adjustment of the wavelength solution to the sky lineedsiested (see the configuration parameter
skyalign Section 9.9.3, page 99). For a description of this prodeetie WAVELENGTH_MAP_MXU
entry on page 86. Note that the coordinate system of the WANEGTH_MAP frames will gen-
erally differ, because they are derived from different indata: the coordinate system of WAVE-
LENGTH_MAP_MXU is inherited from the arc lamp frame headehile the coordinate system of
WAVELENGTH_MAP_SCI_MXU is inherited from the scientificdme header.

Configuration parameters directly affecting this produetskyalign --startwavelengttand--endwavelength

9.9.3 Configuration parameters

The configuration parameters setting determines the wayfdhe sciencerecipe will process the input data,
and to some extent the product files that will be created. Hnameters are conveniently divided into six main
sections: wavelength calibration, spatial curvaturebcation, flat field correction, sky subtraction, objects
detection and extraction, and flux calibration.

Wavelength calibration

--skyalign: Polynomial order for sky lines alignmeriDefault O

The input wavelength calibration can be adjusted to thergbdepositions of a set of sky lines, whose
wavelengths are listed in an input catalogue. The obserkedirses offsets from their expected po-
sitions (see entries SKY_SHIFTS LONG_SCI_MXU and SKY_BH SLIT_SCI_MXU, page
97) are fitted by polynomials that are then added to the inmwuelength calibration polynomials (see
DISP_COEFF_MXU entry on page 79). Askyalign= 0 would just determine a median offset from
all the observed sky lines, whileskyalign= 1 would try to fit a slope (rarely useful, but sometimes sky
lines offsets display a significant dependency on the wagtte due to a variation of the mean spectral
dispersion with respect to the day calibrations). Polyradsnivith order greater than 2 generate a friendly
error message. Settingskyalign< 0 disables any sky line alignment, accepting the input Vesagth
calibration as-is.

Note that the-skyalignparameter should be more correctly intended asrthgimumapplicable polyno-
mial order: the polynomial is really adapted to the numbedentified sky lines used in the fit. As a rule,
a polynomial with the specified order is only used if the nundfedentified sky lines is at least greater
than the number of free parameters: if this were not the ¢thsepplied polynomial order would be

n=N-1

whereN is the number of identified sky lines. Consistently,fioe 0 a median offset would be computed.
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--wcolumn: Name of sky line catalogue table column with wavelengbetault WLEN

This is the name of the MASTER_SKYLINECAT table column whéne arc lamp reference wave-
lengths are listed. This would allow the usage of any FIT &taupplied by the user, containing a list of
sky lines wavelengths to be used by the sky lines alignmeaikt tBhe only requirement is that the listed
wavelengths are given in Angstrom, and that they are sorted blue to red. Note that it is not necessary
to provide a sky lines catalogue to make the sky alignmenkwsee entry MASTER_SKYLINECAT
on page 93 for more details.

Spatial curvature calibration

Currently the input curvature model is not aligned to theeobsd scientific slit spectra. This will be imple-
mented in the next release: in the meantime offsets up todl piay be observed in the tracing of scientific
spectra.

Flat field correction

--flatfield: Apply flat field correction Default TRUE

Setting this parameter makes mandatory to specify a naethflat field frame (see page 81, entry MAS-
TER_NORM_FLAT_MXU). The flat field correction consists irvidling the bias subtracted input scien-
tific frame by the normalised flat field frame.

Sky subtraction

--skylocal: Subtract sky spectrum from CCD scientific ddbsefault TRUE

The local sky subtraction consists on modeling the sky tremdeach row of spatial pixels for each
spectrum on the CCP. The advantage of this method is that the signal is not resairiptfore the sky
is subtracted, reducing in this way the problems relatednallsscale interpolation.

A MAPPED_SKY_SCI_MXU (page 96) is produced in this case. eNibtat global and median sky
subtractions cannot be used if the local sky subtractiopjdied.

Note however that this method does not apply well to curvetilted slits: in such case, theskymedian
option should be preferred. It is for this reason that, ireaafsLSS or LSS-like data-skylocaloption is
not implemented, and it's an alias to thekymediaroption.

--skymedian: Subtract sky spectrum from rectified scientific dddafault FALSE

The median sky subtraction consists on subtracting a medi@e of the sky for each wavelength pixel
of each rectified slit spectruss.

In general the subtraction of a rectified sky spectrum frottified data does not give the best results, and
in almost all cases the local sky subtraction (see paramstgrioca) should be preferred.

A MAPPED_SKY_SCI _MXU (page 96) is produced in this case. eNtbtat global and median sky
subtractions are not mutually exclusive.

%"This is an iterative process: initially the sky trend is estied with a robust linear fitting, then outliers (e.g., obi®are rejected,
and according to the slith length the sky is trended usingdad2gree polynomial.

%This is an iterative process: initially the sky is estimassahe median value of all the pixels at the same wavelertggh, this first
estimation of the sky is subtracted, and the objects are@etefinally the median level is evaluated only on pixelssalé the object
detection spatial interval.
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--skyglobal: Subtract global sky spectrum from CCDefault FALSE

In general the subtraction of a global sky spectrum does wetthe best results, because the spectral
resolution may vary significantly with the position on the @dHowever this operation may turn out to
be useful in case either a local or a median sky subtractiardaaxctually destroy spectra from extended
objects that fill all, or almost all, the extension of a slieeentries UNMAPPED_SKY_SCI_MXU and
GLOBAL_SKY_SPECTRUM_MXU on page 98 for more details.

--cosmics: Eliminate cosmic rays hitefault FALSE

If this parameter is set, then either the local or the glokybksibtraction must be requested (see parameters
--skylocaland--skygloba). Cosmic rays cleaning is almost always superfluous, andldhe viewed as
mere cosmetics applied to the extracted slit spectra (dee 8APPED_SCI_MXU, page 96). Cosmic
ray hits are removed anyway by the optimal extraction procedf the detected objects.

Objects detection and extraction

--dispersion: Resampling step for rectified and wavelength calibratedtspeDefault 0.0 A/pixel

This parameter is mandatory (using the default 0.0 wouléggga an error message). The default value
for this parameter, depending on the applied grism, is deduin the GRISM_TABLE (see page 47): this
value is the same that was used by the pattern-matching dagike reference lines identification, which

is very close to the mean spectral dispersion (see Sec®oB, page 86). It is however possible to specify
here any resampling step, if it is found more appropriatesoime extreme cases to resample the signal at
a higher resolution may be essential to prevent informdtiea. To undersample the signal, on the other
side, is never advisable (and it makes ineffective the flinseovation correction — see tfiex correction
section ahead).

The products that are directly affected by thdispersionparameter are the following:

e GLOBAL_SKY_SPECTRUM_MXU,
e MAPPED_ALL_SCI_MXU,
MAPPED_SCI_MXU,
MAPPED_SKY_SCI_MXU,
REDUCED_ERROR_SCI_MXU,
REDUCED_SCI_MXU, and,

e REDUCED_SKY_SCI_MXU.

Note that the-dispersionvalue must refer to the real CCD pixel size: the given valuthefresampling
step is internally multiplied by the rebin factor, to matble teal pixel size of the input daté.In this way
the value of the resampling step is made independent fror@ @2 reading mode, guaranteeing that the
same supersampling factor is always applied.

--startwavelength:Start wavelength in spectral extractiddefault 0.0 Angstrom

See the-endwavelengtiparameter.

%*The rebin factor along the dispersion direction is writtethie FITS header keyword ESO DET WIN1 BINX.
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--endwavelength:End wavelength in spectral extractidbefault 0.0 Angstrom

This parameter, together with thestartwavelengtiparameter, defines the wavelength interval to be ex-
tracted. Optimal values of the extraction interval, defpegan the applied grism, are included in the
GRISM_TABLE (see page 47). Bothstartwavelengthand--endwavelengtimust be otherwise speci-
fied (leaving them to 0.0 would generate an error messagé3. gienerally not advisable to specify an
extraction interval that is wider than the calibrated inskr

--slit_margin: Spectrum edge pixels to exclude from object seabmfault 3 (rebinned) pixel

The object detection task will reject objects that are detbtoo close to the edges of a slit spectrum.
There might be different reasons for this, such as objectddvoe truncated, too close to a confusion
region, etc.

--ext_radius: Maximum extraction radius for detected objed@®fault 6 (rebinned) pixel

The default value is generally good when dealing with pék&-objects, but it should be adapted to the
size of more extended objects when necessary. Large vdldles extraction radius would not harm the

extraction quality if an optimal extraction algorithm ispdipd, but may have devastating effects on the
results of a simple aperture extraction. The applied etitraénterval is reduced in case nearby objects
are detected: an intermediate position between two objestsputed according to the objects luminosity
ratio, is never passed.

--cont_radius: Contamination radiudefault 0 pixel

This parameter may help to prevent the extraction of comtated objects. The contamination radius is
the minimum distance at which two point-like objects of dduminosity are assumed not to contaminate
each other. For two objects having different luminosities teciprocal contamination distances depend
on their luminosity ratio. Indicating wittL, the peak value of one object integrated spatial profile and
with L the peak value of a nearby object, the quantity

s-e.(2)

is computed, wheré€' is the specified contamination radius. If the distance betwke two objects is less
than S, the examined object is flagged as contaminated armd éxtmacted. This empirical formula has
the effect of assigning a larger contamination radius tatinadly brighter objects with respect to dimmer
ones.

--ext_mode:Object extraction methodefault 1

Only two methods are currently available for spectral etiom: --ext_mode= 0 corresponds to simple
aperture extraction, whileext_mode= 1 applies Horne’s optimal extraction [20].

Flux calibration
Currently only factors for flux conservation in the rebin md@ns is offered. No relative flux calibration based

on a spectroscopic standard star observation is implemhgete

--flux: Apply flux conservation factordefault TRUE
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The flux conservation factors applied to the rebinned anchetdd slit and object spectra is the ratio
between the resampling step and the original signal sampditong both the spatial and the dispersion
directions?°

--time_normalise: Apply exposure time normalisation to relevant produBsfault TRUE
The following products are afftected by this parameter:

e GLOBAL_SKY_SPECTRUM_MXU,
e MAPPED_ALL_SCI_MXU,

e MAPPED_SCI_MXU,

e MAPPED_SKY_SCI_MXU,

e REDUCED_ERROR_SCI_MXU,

e REDUCED_SCI_MXU, and,

e REDUCED_SKY_SCI_MXU.

e UNMAPPED_SCI_MXU, and,

e UNMAPPED_SKY_SCI_MXU.

9.10 fors_extract

This recipe is used for reducing FORS1 and FORS2 LSS, MOS axd Mcientific spectra. It is identical

to the recipefors_sciencgwith the only difference that a GLOBAL_DISTORTION_TABLEsde page 49) is
required in input instead of the DISP_COEFF_MXU, CURV_C®EMXU, and SLIT_LOCATION_MXU
tables (see pages 77, 79, and 83). This recipe is necessamp-fme data reduction on Paranal, where the
extraction mask computed with the recifers_calib may not be immediately available: in this case a general
spectral distortion description must be used to genera&eapipropriate standard extraction mask for any slits
or slitlets configuration, and for any available instrumerttde (MOS, MXU, LSS). The results are often less
accurate than those obtained with tif@rs_sciencerecipe, butfors_extract may turn out to be occasionally
very useful for recovering possible failures of the stadd#ata reduction procedure.

9.11 fors_sumflux

This recipe is used to monitor any lamp flux on the CCD. Thetingw image should be eithera FLUX_ARC_LSS
or a FLUX_FLAT_LSS frame. After the background subtracttbe total signal is integrated and divided by
the exposure time and by the total number of CCD original Ipigeeeping into account a possible rebinned
readout). In the case of FORS2 frames the background is tdeméevel evaluated from the available over-
scan regions. In the case of FORS1 data before the blue @t where overscan regions are missing,
the background is evaluated as the median level of the fiGt{0D columns for flat field data, while for arc
lamp data a background map evaluated from the regions wipmctral lines is computed and subtracted. The
background subtracted frame is written to output in all saaad the QC parameters QC LAMP FLUX and QC
LAMP FLUXERR are computed.

4% order to have a view of the flux conservation correctioris ipossible to run thefors_sciencerecipe twice, first setting-flux
= FALSE and then settingflux = TRUE, finally computing the ratio between the correspogdAPPED_ALL_SCI_MXU product
images.
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9.11.1 Input files

FLUX_ FLAT_LSS: exposure for flat field lamp monitoring.

FLUX_ARC_LSS: exposure for arc lamp monitoring.

9.11.2 Output files

FLUX_ARC_LSS: frame including the background subtracted integratiotioreg

9.11.3 Configuration parameters

--xlow: X coordinate of lower left corner of integration regitefault 0 pixel
--ylow: Y coordinate of lower left corner of integration regidefault O pixel
--xhigh: X coordinate of upper right corner of integration regidafault O pixel

--yhigh: Y coordinate of upper right corner of integration regibafault 0 pixel

If the default is used (i.e., all the configuration paranmsetee left to zero) the whole CCD is integrated.
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10 Algorithms

The data reduction procedures applied by the pipeline esaprrently in use (see Section 8) are described here
in some detalil.

10.1 Propagation of photonic and readout noise

The imaging data reduction of the FORS pipeline is charsatgérhy a complete propagation of photonic noise
and CCD readout noise to all of its products. In particulththe image products consist of a FITS file containing
two images: the pixel data values are included in the FITBary array, while the statistical error at each
pixel is included in the FITS first extension. Errors are @wgted using the error propagation formula in the
approximation of gaussian statistics (see also Sectich I,(hage 106 about this topic). For exampleDifs

the value of a pixelx, y) in a raw frame, and3 the corresponding value of the bias master calibration étam
the resulting bias subtracted value will be

S=D-B

The corresponding error, keeping into account the corttdbwof the readout noise (read from the header
keyword ESO DET OUT1 RON and converted to ADU), is computed as

- B
g

AS = \/ﬂ +aBe4 2

whereg is the gain ine” /ADU and AB is the (propagated) error of the master bias value. Withrcega
different techniques of image stacking, in the case of teeae, the minmax rejection, and the k-sigma clipping
methods the stacked frame error is computed as

>_i(AS;)?

AS = N

whereN is the number of non-rejected values. In the case of medakisg the error is computed as

_ >_i(AS;)?
AS = f(V) V=
wheref(N)is1for N < 2, and it converges towardg'r/2 for N — oc.

In the case of the spectral data reduction (performed watrgbipesfors_calib and fors_scienckg errors are
just estimated on the final products of tiiers_sciencerecipe. This implies that the errors introduced by both
flat fielding and master bias subtraction are neglected. Ppkea formula is

a5 = oo =DV

9

where F is the bias subtracted and normalised master skydldt flThe variance of the optimally extracted
object spectra is determined as in [20], i.e. as the invergecsum of the optimal weights.
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10.2 Frame zeropoint computation

It may appear puzzling that in the aligned photometric t4AlelGNED_PHOT product, see page 70), which
reports the zeropoint estimates for each detected stastirdsome of the optimal weights (listed in column
weight) may be negative. How is it possible that an optimally weightiverage, as applied for the estimation
of the frame zeropoint, would include negative weights?

In order to answer this question, a brief recap of error pgafian may be in order.

10.2.1 Error propagation in a nutshell

If a quantityy is a function ofn independent variables;
y =y(z1, 22, ..., )

the variance ofy, (Ay)?, can be derived from the variances of the independent \asapplying the usual

formula for error propagation
2 N2
(Ay) Z( L) (A

=1

However, this is valid as long as the variablgsare independent from each other: if the variabjeorrelates
with the variabler;, then their covariance

Cz‘j = COV(I‘Z‘7 I'j)

will be different from zero (by definition). In this case naisi the variances but also the covariances of the
independent variables; must be propagated. Variances and covariances are cdlliecteen x n covariance
matrix C. The variances lie on the diagonal of the matrix, since

Cyi = cov(zi, ;) = var(z;) = (Ax;)?
MoreoverC is a symmetric matrix, because
Cij = cov(zj, xj) = cov(xj, x;) = Cj;
With non-diagonal elements different from zero, the fulbession for the error propagation is

0y ay
Z Z ox; axj

i=1 j=1

which turns into the usual formula in case the covarianceim@t were diagonal.

To further generalise, let us now suppose to haveguantitiesy, (1 < k < m), depending om valuesz;
(1 < i < n). Inthis case propagating errors means to transform thariamce matrixC, related to ther;,
into the covariance matri& related to they,. This is obtained by applying the most general form of thererr

propagation,
Z Z Ok 32/1
ox; axj

i=1 j=1
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where

G = cov(yr, u1)
and
G = var(yx) = (Ayp)?
for the diagonal terms. In matrix notation Jfis the jacobian of the transformation from th's to they’s

yi

Jij =
J axj

the error propagation formula is a transformation of theatiance matrix:
G=JCcJt

The covariance matri& is the one to apply for further error propagation into newrditi@s computed in terms
of yi’s. In summary, error propagation is nothing but the covaramatrix propagatioft:

Note that in the special cae were diagonalG might still contain non-diagonal elements. The formula to
apply would become

Oy, ayl 2
Gl = Z ox; 8:6@ A

If both y,. andy; (with k& # 1) are a function ofr;, then then both derlvatlve%@— and 3 ayl would be different
from zero, and therefore the covarianGg, would be different from zero too. This is mdeed what is exedc
if both y; andy; share one or more common terms, they would turn out to belatece

This is exactly the case in the problem of zeropoint comjariatvhere the zeropoints derived for each pho-

tometric standard star are indeed based on a number of shasgtities, such as the assumed atmospheric
extinction coefficientE and the linear color correction terfiy which are considered valid for all stars (see table

9.6.1, page 68, for a list of the quantities used in the zemmimtermination).

An examplemay be useful to clarify how to propagate errors of correlafeantities.
Let us consider the transformation

Fi = ma

Fy = may
In this case the quantitie’s; and £, depend (as a whole) on the quantitigs as, andm. Sincem is shared by

the two equationsFy; and F;, will be correlated. Assuming that, ao, andm are independent quantities, it is
easy to determine the varianceigf and £;, applying the usual

(AF)? = (%)(Aal)Q—k(%)(Am)Q

(252 o+ () o

AFy)?
( 2) 8&2

“IThis statement is valid under the assumption that the fidgtraterivatives of the transformation are all that is neddegropagating
errors. The error propagation formula is derived by Taylgramsion of the transformation, where higher order terrasaglected.



Doc: VLT-MAN-ESO-19500-4106
ESO FORS Pipeline User Manual ~ |!Ssue: Issue 2.C
Date: Date 2008-09-09
Page: 108 of 125
that is

(AF)? = m?(Aar)? + a2 (Am)?
(AFy)? = m?(Aay)? + a3(Am)?

However, if the quantitieg’; and F; are used in a further transformation — for instance, to éaiquantityF'
corresponding to their sum
F=F+F

the knowledge of the errorA F; and AF; is not enough to determine the eriif: also the covariances are
needed, because the quantitigsand F; are correlated.

Itis therefore necessary to transform the covariance m@tif the quantities:,, as, andm into the covariance
matrix of the quantitied”; andF,. As shown, this is done by applying tii& = JCJT, wherel is the jacobian
of the transformation fronfa,, a2, m) to (F1, F3). In this specific case, sineg, a2, andm are independent,
their covariance matrix is diagonal and includes only varés:

(Aay)? 0 0
C= 0 (Aaz)? 0
0 0 (Am)?

The jacobian of the transformation is given by

oF  OF 9B

3 oai das om m 0 ai
N\ om om 0B |
Oay Oaz om 0 m ap

Hence the covariance matrix 0f}, F») is

m2(Aay)? + a?(Am)? aras(Am)? (AFy)? aras(Am)?
G=JCJT = _
aras(Am)? m?2(Aaz)? + a%(Am)2 aras(Am)? (AFy)?

Its diagonal terms are, as expected, the variances alr@aohd fabove applying the usual error propagation
formula. The matrixG can now be used to derive the error on any quantity baséd’arf,). For instance, if
such quantity i’ = F; + F5, then the generic

(AF) =3

2 BF, 0F; "
i=1 j=1
becomes

(AF)? = (AF)? + (AFy)? + 2a1a2(Am)?

If F1 and F; were statistically independent the variancefofvould simply be the sum of the variances of
Fy and F;: however in this case the statistical correlation leads ¢peater variance, by the additional term
2a1a2(Am)?. Only in casen were errorless&m = 0) there would be no correlation.

Naturally, this result would have also been obtained byctliyeapplying the usual error propagation formula to
F = may; + mao. In simple cases such this one there is no need to get all thgeongropagating covariance
matrices, but when dealing with a larger or unknown numbesaofbles it is safer and more convenient to use
the covariance matrix and matrix algebra in error propagati
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10.2.2 Optimally weighted average

In order to estimate the frame zeropoint, a weighted aves&tiee single zeropoints (computed for each identi-
fied standard star) is performed. The question is: what &eviights that would make for aaptimal linear
estimator? In other words, what is the best linear estimatrwould minimise the variance of the estimated
quantity? Typically the answer would be: each contributippgntity should be weighted by the inverse of its
variance. However, this is only true for uncorrelated gitist The individual zeropoints are correlated quan-
tities, because they all depend on the same estimate ofrttaspheric extinction, of the color correction term,
and of the airmass.

It is very simple to determine the optimal weights leadinghi® best estimatey, from the correlated quantities
x;: it is sufficient to apply the error propagation formula te tpeneral expression of the weighted average

y = Zi Wiy
> Wi

As seen in the previous Section, the variance of the avesagjeen by
Oy 9y
Ay)? =
(Ay) Z Z ox; 856]
Z Z Zk Wk Zk wy,
= 7(2;3 AL ZZ: ZJ: wiw;Ci;

Minimum variance is reached where all its partial derivegiare zero:

0(Ay)?
TR T ar DO T o e

that is

- »wiwCZ--
Sy = i@

D wi
SettingA4; = >, w;C;; this relation becomes
 wi A
PR o1
D wi

This shows that4; is independent oh The constancy ofl; is the condition to be fulfilled by optimal weights.
Since only the relative weights are significaAi,can be set to any arbitrary constant, and for simplicity #&t

to 1:
ZwiCij =1
%
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Solving this system of linear equations is of course onlysjiis if the covariance matri& is invertible (which
is generally the case). It can be noted that, in case the ge@grguantities were statistically independet,
would be diagonal and the linear system would be promptlyesbl

1 1
O —
TGy (B
which is the well known inverse-of-the-variance rule. Tkagric linear system can be written in matrix notation
Cw=1
wherew is the vector of the optimal weights, afda vector whose elements are Hl The solution is

w=C11

that is, thej-th weight is given by the sum along thigh row (or column, sinc€ ~! is symmetric) of the inverse
of the covariance matrix
—1
wj=>_C;
7

This result can also be derived from first principles (withaasuming any particular functional form of the
estimator) by considering correlated normally distributed random variables= (x4, ..., z,,) with the same
expectation valugy (as in the case of individual star zeropoints), and covagamatrix C. The maximum
likelihood principle can be used to determine which valug wfakes the observedmost likely. The likelihood
function is just the combined probability density function

L(y) = Wexp <—%(X - Y)chl(x - Y)>

wherey is the constant vectdy, ..., y). Maximizing L is equivalent to minimizing
x2(y) = —2log L = const + (x —y)TC71(x — y) = const + Z(ml - y)Cigl(xj —v)
]

which has derivative

dX2 _ _
dy D1 Mg —y) + ) (@i —y)C5 x 1
ij

ij

By relabelling summation indicel§ and noting thatC—! is symmetric, we see that the two sums are equal, so
the optimal estimate is given by

0= Z Cil(wi—y) = Z Cla — Z coly,
ij i I

or
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Zij Cz‘;lxi
Y= = "1
Zij Cijl

which is a weighted average with weights

§ : -1
W; = Cij
J

as before. It can be easily shown, by replacing this solutighe general expression of the variaricey)?, that
the variance of the optimal average is simply the inverséi®fsum of all weights, which is also the sum of all

the elements of the matri€ —!: . .
2 _

S Xwi 2 Ci;1
Hence it appears that the sum of all the optimal weights mwstys be positive. However, within this constraint,
nothing forbids thatsome of the weights could be negative. But would this happen wati data?

(Ay)

The answer is yes. A covariance matrix is always a positifimitee matrix: when it is diagonalised, its diagonal
would just be made of variances which are by definition pasitiThis proves that the covariance matrix has
only positiveeigenvaluesand therefore must be positive definite. This just mearistiigaerror ellipsoid has
always positive main axes, which is no big news. The invessdso true: any positive definite matrix is also a
possible covariance matrix (i.e., any ellipsoid represamntealistic uncertainty region). Within such conditions,
it can be shown that negative weights are still a possibifity instance, the followin@ x 2 covariance matrix

1.20 1.00
C= ( 1.00 0.90 >
has eigenvalues 0.0388 and 2.061, so it is positive defifilte.inverse is

ot ( 1125 —1250
—\ —1250  15.00

The optimal weights are thereforsg = —1.25 andwy = 2.50. Even though their sum is positive, one of the
weights is negative.

What is the physical meaning of negative weights? Typicalyeight is perceived as a measure of the "impor-
tance" of a quantity in the computation of a weighted averagaigh weight means that a contribution counts
a lot, while a zero weight means that a contribution does nahtat all. A negative weight implies that a
contribution counts, but negatively. This means that thémg average of two valuesnay not lie between the
values themselvesdVhat is happening in practice is that, when the variancaleotontributing quantities are
not enough to explain the observed variation, then theesozdin only be explained by the covariances.

To better clarify this, let us consider the case of the franeamzeropoint computation: after applying the
color term and the atmospheric extinction corrections itistrumental magnitudes, the individual zeropoints
derived for each standard star should ideally be all idah{i€they were not expected to be identical, it would
not make sense to average them). However, because ofistestors, the single zeropoints will differ from
each other. The optimal average represents the best asmtiofdhe true zeropoint, because it tries to minimize
the variance of the estimate. There are two ways to do thdtbath are (implicitly) applied by the optimal
estimator:
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1. assign smaller weights to zeropoints with greater sizdisuncertainty, and

2. minimise the scatter due to possible systematic errors.

Indeed, since the single zeropoints are based on the saordewh and atmospheric extinction coefficients, the
random error of such common quantities acts like a systereatdr affecting all the computed zeropoints. This
systematic error can be reduced by finding values for the ¢tetm and the atmospheric extinction coefficients
which would reduce the scatter of the averaged zeropoithis.i what is implicitly offset by a negative weight:
when the zeropoints of two different stars differ more thacould be likely expected from their variances, it
is probably because the color correction was biased by acunate color correction term. Modifying appro-
priately the color term would modify the zeropointshaith stars - which is how the best estimate of the mean
zeropoint may happen to lie outside the interval betweermrdné¢ributing values.

10.3 The fors_photometry recipe

As seen in Section 9.7, page 73, the general model for then@zbénstrumental magnitude:;; of star: on
exposurej is

M; —T-C; —|—p(Aj, Cz) + EAJ - Zj — 2.5log g5 — 2.51log t;j + f(acij,yij) = Mj;

where the symbols are consistent with table 9.6.1 (pagex68)dy are coordinates on the detector, and non-
linear dependencies are accounted for by the polynomialand f (). All quantities are referred to theth star
in the j-th exposure as indicated.

In practice, the equations are solved by moving all assurkieol(n) terms to the right hand side, and leaving
the terms containing free (unknown) parameters on the &ftitside. In matrix notation this equation system
can be written (as in [25])

Ax=Db
wherex is the vector of unknown parameters,the matrix of their coefficients, arid the vector of measure-
ments.

For example, in the simple model where |l are constrained to be equal to the same (unknown) V&luend
all other parameters are assumed (catalogue magnitd&3, and where the non-linear dependengiésand
f() are ignored, the equations would become:

Zo=M; —T-C; —mij+EAj —2.510ggj —2.510gtj

The measurements (on the right hand side) are typicallydbase&€ommon quantities: for instance, thth star
may be observed in more than one exposure, and thereforatéi®gue magnitude and color would be shared
among different right hand sides. For this reason the canae matrixC of b is generally not diagonal.

In order to solve this equation system, the recfpes_photometrycomputes first the covariance matrix of the
right hand side. By the principle of maximum likelihood, amssuming gaussian errors, thesquared of the
problem is
2 _ TH—1
x°=(b—-Ax)"C (b— Ax)

From this the minimuny-squared solution fax is derived by setting ¢?/dx = 0:

ATC'Ax=ATC b
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The minimumy-squared solution is therefore
x = (ATC'A)TATC™ b

and is obtained by Cholesky-decompositionAof C~' A 42, The overall execution time ©(n?) (wheren is
the number of equations) and dominated by the computaticd df The errors on the solution are derived
by propagating the errors df to x. (ATC~'A)~! happens to be the covariance matrixxgfC,: in the

transformation fronb to x
J=(ATC'A)tATC!
is necessarily the jacobian of the transformation. Commgutihe covariance matrix of from the covariance
matrix of b using the error propagation formula (see Section 10.2de 486) leads to:
Cc, = JaJt

— (ATC—lA)—1ATC—1C((ATC—lA)—lATC—l)T

_ (ATC—lA)—l
Note that, in the special case whdteis diagonal, the solutions fot and C, reduce to the solutions for the
general linear weighted least squares problem [26].

Naturally, it may happen that the equation system remainengetermined — trying to fit the atmospheric
extinction coefficientt when all exposures are obtained at the same airmass wodltblea (unique) solution.
In this case thefors_photometryrecipe will stop with a message of the kind:

[ ERROR] fors _photonetry: Pivot 1 of 2 is non-positive: -1.42336e-10

10.4 Overview of the spectral self-calibration procedure

A more detailed description of the instrument-independasks involved in the complete self-calibration pro-
cedure is given in the next sections. Here is just provideovanview, which is useful for setting the individual
tasks in their appropriate context.

1. Retrieve from the reference arc lamp line catalogue tieegattern to be searched on arc lamp exposures.

2. After bias and background subtraction, examine the anp lexposure one row at a time. For each CCD
row:

(@) Run the 1D peak-detection task, to produce a list of esfs arc lamp lines candidates.

(b) Run the 1D pattern-recognition task, to select from tbiedf candidates a list of identified peaks.
Not all the arc lamp lines are expected to be always identifiedause the spectra are presumably
distorted, and some CCD rows may cross a spectrum just lparta even miss it entirely (see
Figure 10.4.1).

3. Apply a preliminary wavelength calibration to each CCly,rwithin the specified wavelength range.

4. Choose the central wavelength of the grism as a refereacel@ngth.

42|n [25] SVD is used
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5. Find the CCD position of each connected region of CCD pigehtaining the reference wavelength.

6. Run the 2D pattern-recognition task, to match the phygicsitions of the slits on the focal plane with
the positions found on the CCD for the reference wavelength.

7. If requested, and if there are enough slits, fit a transhtion between slits positions and CCD positions,
and upgrade the list of reference positions on the CCD.

8. Trace the edges of each flat field spectrum, starting frenfidibnd positions of the reference wavelength.

9. Fit the traces with a low-degree polynomial. If requestatt if there are enough slits, fit also a global
model of the obtained coefficients.

10. Extract the arc lamp spectra following the determineatiapcurvature (interpolating fluxes along the
spatial direction). For each row of each arc lamp spectrum:

(&) Run the 1D peak-detection task on the extracted speafpapduce a list of reference arc lamp lines
candidates from thevhole spectral range.

(b) Run the 1D pattern-recognition task, using the pattemfthe line catalogue, to select from the list
of candidates a list of identified peaks.

(c) Fit arelation between the positions of the identifiedksaathe corresponding wavelengtfs.

11. If requested, and if there are enough slits, fit also aajlotndel of the obtained coefficients, in order to
improve the local solutions.

At this point the spectral extraction mask is completehed®ined, and for each spectrum a specific coordinate
system is defined, where to a CCD pixel correspond a wavdlengt a position on the telescope focal plane. If
the instrument were stable, it would be possible to extteestientific spectra applying directly this extraction
mask. In general, however, the extraction mask obtained fhee day calibration exposures should be aligned
to the scientific spectra before being applied.

10.4.1 1D peak-detection

Many sophisticated methods are available for detectingkp@ad determining their positions along a one-
dimensional signal. Any one of them is in principle suitafie the 1D peak-detection task of an automatic
MOS data reduction pipeline.

The most important thing to note, however, is that on a calibn approach based on pattern-recognition the
strongest requirement is th#éte searched pattern must be present in the data

In a traditional approach, peaks are initially rejected ly peak-detection task (depending on their statistical
significance), and finally by the model fitting task (if theyedound to be outliers). But in case a pattern-
recognition algorithm is applied, the significance of a psh&uld be primarily judged by its being part of the
expected pattern.

For this reason virtually any flux excess — no matter how fiiamt — should be flagged as a peak candidate.

“3This is the local wavelength calibration.
440r at least long uninterruped portions of it.
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Figure 10.4.1.CCD rows may not cut the whole range of the raw arc lamp spebiaause the spectra are not
read along their curvature. However, even incomplete pogiof the searched pattern can be identified by the
pattern-matching algorithm.

In the specific case of arc lamp spectra, the emission liresay well exposed, and the S/N ratio of the lines
to detect is almost always very high. This makes possiblgppbyaa very simple 1D peak-detection method,
based on the following two statements:

Any local maximum identifies a peak: in other words, a peak is identified by any pixel that is preckand is
followed by one pixel with a lower value (see Figure 10.4.2a)

A peak position is determined by parabolic interpolation ofthe three found pixel values: if a local maxi-
mum is found, the central pixel and its two neighbours arerpulated by a parabola. The position of
the parabola’s vertex is taken as the position of the peak Fggure 10.4.2b). A peak position is then
improved by applying more accurate methods: but if such oustfiail, for instance finding positions that
are significantly different from the parabolic ones, thgimal peak position is kept.

Even if obvious background noise fluctuations are excluderh fthe list of found peaks (e.g., by requiring
that the values of the local maxima are greater than a givashbld), it is clear that with this method any
contamination, hot pixel, cosmic ray, etc., would be regias a "peak”. This fulfills the critical requirement
for the 1D pattern-recognition task reported above (seeSdéxtion 10.4.2, page 116).

The positionz of a peak is given by
r=x,+R

wherez, is the (integer) position of the pixel corresponding to alanaximum, andr the offset corresponding
to the position of the maximum obtained by parabolic intéapon:

1 —v_
pol(_v-va
2 21)0—?)1—1)_1
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Position of maximum
Th|s is a peak

This is a peak

ING7a

Figure 10.4.2:a) Any local maximum identifies a peak. b) A peak position tierdéned by parabolic interpo-
lation of three pixel values about the local maximum.

wherev_1, v,, andv; are the values of the pixels, — 1, z,, andz, + 1, always fulfillingv_, < v, andv; < v,,
orv_q <, andv; < v, (see Figure 10.4.3).

The quantityR never diverges, and does not depend on the background &ssinting that the background
level is the same for the three pixefS).

10.4.2 1D pattern-recognition

A simple method for 1D pattern-recognition has been dewldp the attempt to increase the robustness of the
wavelength calibration, despite possible mechanicaabikties of the instrument.

In order to work, this method just requires a rough expemtatalue of the spectral dispersion (in A/pixel), and
a line catalogue. The line catalogue should just includeslithhat are expected somewhere in the CCD exposure
of the calibration lamp®

The line-pattern would be searched in the list of CCD pasitiof arc lamp lines candidates produced by the
1D peak-detection task (see Section 10.4.1, page 114).calpithe arc lamp lines candidates will include
light contaminations, hot pixels, and other unwanted djgna only in extreme cases this prevents the pattern-
recognition algorithm from identifying all the referendeds. The pattern is detected even in the case the
spectra contained more arc lamp lines than actually listede input line catalogue. In particular, this method
is not deceived by spectral multiplexing, even in case afifitant spectral overlap: all spectra are identified as
separate instances of the same pattern.

This method is based on the assumption that the relationdestwavelengths and CCD positions is with good
approximationlocally linear?’

“In the case of very wide slits, the emission lines profilepldiga flat top that would prevent the direct application a thethod.
This is resolved by the preliminary application of a box fikks wide as the lines widths.

“The line catalogue represents the pattern that should behsehon the CCD, and adding extra lines would destroy thiepa
Note, however, that a catalogue including extra lines dilite and/or red ends is still allowed.

4"This is generally true for modern spectrographs, but if thése not the case the detected peaks positions may be pratimi
transformed to roughly approach linearity, before beingecpssed and identified by the pattern-matching task desthere.
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Figure 10.4.3Peak position estimate.

The ratio between consecutive intervals in wavelength amaixel is invariant to linear transformations, and
therefore this quantity can be used in the recognitiofoofl portions of the searched pattern. All the examined
sub-patterns will overlap, leading to the final identifioatof the whole pattern.

Let be:

d: a rough value of the expected spectral dispersion (A/pixel

Ad: a tolerance value on the expected dispersion, large entughsure that, at all wavelengths, the real
spectral dispersion will be included in the interval fram- Adtod + Ad.

W the number of wavelengths in the input line catalogue.
N: the number of detected pedfs.
;. thei-th wavelength of the input line catalogue, with< i < W.

pj: the position of thgj-th peak, withl < j < N.

All the arc lamp wavelengthg; are taken one by one, excluding the first and the last waviierg = 1
and: = W). The ratioR; of the wavelength difference with the preceding and theotaithg wavelength is
computed:

Aig1 — A

Ai — i1

The same ratio is now searched in the list of peak positiomsedchi, all the peak positiong; are checked,
excluding the first and the last one, taking care howeverdttude from the computation any interval that would

R; =

“8Note that, as said above, it is typically > W, or evenN >> W.
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be incompatible with the expected spectral dispersions Ehdone in the following way: for each considered
pj, the following forward search intervap,,;,, t0 p,,.. is defined (see Figure 10.4.4):

A S Sl

B Aig1 — A
Pmax = Dj + d— Ad
A backward search interval is similarly defined:

Ai — i1
Pmin = Pj = "0 TNG

R !

Bacward Forward
search search
interval interval

e oo

Figure 10.4.4Given a pealp;, a forward and a backward search intervals compatible witheapected value
of the spectral dispersion are defined. In this picture, ppekitionsp;_4, pj+5 and p;,¢ are used in the
computation of the distance ratios to be compared with thealegth interval ratidk;. This process is repeated
for each catalogue wavelength and for each peak positiooymcilating scores that will allow the final peaks
identification.

Any peak position included either in the forward or in thelvaard search intervals is used for computing a ratio
of distances from the positiop; (analogous tak;). Each time a computed ratio equdts,*® the three peak

4Sjithin a given tolerance: this tolerance should be largaighdo account for any deviation of the real wavelength catibn from
the local linear approximation. A preposterously largeugabf 5% is used successfully with all the VIMOS and FORS umgnt

modes.
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positions used for the computation (onepis another is one from the backward search interval, and anoth
is one from the forward search interval) are assigned réispcthe wavelengths\; 1, A\;, and ;1. This
assignment is not final: the same wavelength may even benassig different peaks, and the same peak may
be assigned to different wavelengths. Each time a wavdidegissigned to a peak, a counter is increased, to
keep a complete record of the assignments of wavelengtheaksp Some wavelength assignments might be
mistaken, and therefore not confirmed by successive cosgraf® The peaks that at the end of the analysis
display a high score with respect to a giveare considered identified, while ambiguous scores aretegjethe
identified peaks are submitted to specialised sorting thsitorder them into separate self-consistent sequences
(to take care of possible spectral multiplexing). This ctetes the peak identification process.

This procedure is surprisingly fast, and has been testezkssfully with VIMOS spectroscopic data obtained
with all the available grisms on all the instrument quadsatitoth in MOS and IFU modes (i.e., using 48
independent instrument configurations), as well as all B&R&1 and FORS2 grisms in the LSS, MOS, and
MXU intrument modes. All the arc lamp lines listed in the linatalogue are correctly identified without

relying on a pre-existing instrument distortion modeling.

10.4.3 Determination of the spectral range

The spectral extraction range is specified by the user. Auttatange for each instrument configuration is given
in the system configuration files (GRISM_TABLE, see page 47).

10.4.4 Choice of a reference wavelength

The reference wavelength is just an arbitrarily choserirof@ spectral coordinates (both in wavelength and in
CCD pixels), used in the definition of the wavelength calioraand of the spatial curvature models. Typically,
a reference wavelength may be chosen at the center of ttetdrspectral range.

However, if different spectral ranges are specified for thmes grism, or if the spectral range is computed
automatically (see previous Section), a different refeeewavelength might be computed for different data
reduction sessions. Because of a need for consistencyxdanme in instrument health monitoring, the grism
central wavelength specified in the FITS headers of the ddia processed is always used.

10.4.5 Position of the reference wavelength on the CCD

One of the products of the 1D pattern-recognition task ruthenextracted CCD rows (see this Section, page
114) is a boolean image, where all the pixels including tlieremce wavelength are flagged. After applying
morphological operators for reducing the impact of ocazai@aps in the data, the baricenter of all the con-
nected regions of flagged pixels is computed. The computeddttates on the CCD should correspond to
the positions of the slit centers on the mask plane. The madtlveen the two sets is determined by the 2D
pattern-recognition task (see next Section).

5ONote that each peak is examined more than once, as the loogwelemgths proceeds, since it may be included in forward and
backward search intervals of other peaks.



Doc: VLT-MAN-ESO-19500-4106
ESO FORS Pipeline User Manual ~ |!Ssue: Issue 2.C
Date: Date 2008-09-09
Page: 120 of 125

10.4.6 2D pattern-recognition

The 2D pattern-recognition method applied here is based paoirg-matching algorithm, and it is used for
matching positions on the telescope focal plane (mask) pagitions on the instrument focal plane (CCD). It
will then be possible to determine the transformation betwthe two coordinate systems, and to match each
spectrum with its slit?

Straightforward invariants to translation, rotation,casng, and reflection, are distance ratios and angles.eln th
method described here, distance ratios are preferred henefiection-invariance is dropped for reducing the
risk of false matches.

For each of the two sets of points — thatternset P, and thebservedset D — all the possible triangles are
constructed. The sides of each triangle are read clockifiaed their lengthd.,, L,, andL3 are conventionally
listed starting from the longest side (if two sides are eqina first of the consecutive equal sides is taken). An
ordered pair(«, 3), can be associated to each triangle, with

-7

B—Ll

(67

Such quantities are used to match similar triangles frorh bets. The matches are made by associating nearby
points on thex — 3 plane (see Figure 10.4.5). To each triangle are also askthaeoordinates of their vertices,
and the applied normalisation factbg.

Initially, only safe matches are selected, correspondir{gvf3) bins containing justone triangle from each of
the two input set82 Such matches are used to get a first estimate of the scale thetbis taken as the median
of all the scale factors derived from the pairs of matchimantyles,

(L1)p
(L1)p

At this point the complete list of triangles is revisitedpghating all the matches that are incompatible with the
found scale factot? Finally, a rotation angle is computed for each matching, jgaid incompatibilities with the
median rotation angle are eliminated as well.

S =

From the surviving triangles a list of matching points cardteavn and the geometrical transformation between
the two sets can be determined. With the fitted transformapoints that were possibily lost to the matching
procedure may be recovered, and a better transformatianebit from the extended sample.

It should be noted that this procedure, like the human bfails, for regular grids of points: in fact in this case
there would be no bin in the —  plane containing just one triangle pair. Regular grids oh{soare typical of
MOS calibration masks, but such masks always contain atdegsasymmetric point, misaligned with the rest
of the grid. This single point is sufficient to create a graamnber of unigue triangles, making this procedure
work.

5IThe 2D pattern-recognition is not applied if less than ttspectra are detected on the CCD: in such cases, just locsloss
would be used. Incidentally, a mask containing just one ordlits can hardly be considered a MOS mask.

52lmposing a reading order to the triangle sides eliminateséfection invariance of the computed quantities.

53A preliminary test on set P would ensure that the patterntismbiguous, i.e., that isolated points on the- 8 plane exists.

54n practice, a third dimension is added to the- 3 plane, corresponding to the absolute size of the trianglesé of the two input
sets.
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- Equilateral
triangle

Isosceles triangles with vertex
angle less than 69

Figure 10.4.5Thea — 3 plane. The long shaded region indicates very elongatedgtis (including the cases
of aligned points), while the region about the equilatendrgle includes ambiguous cases that would not
lead to a safe identification of points: the triangles con&l in those regions are therefore excluded from the
analysis (unless they turn out to be the only triangles aldd). Note that the coordinates are cyclical: the line
£ = 1 (dashed) would include the same triangles described byitleed = 1.

A possible drawback of this method lies on the exploding nemaf triangles at the increase of the points in the
pattern. The number of possible triangles that can be dreayn & distribution of. points is given by

N (;z) _n(n— 16)(n_2)

A VIMOS mask may contain up to 200 slits, meaning more thaadhmillion triangles to be handled. Even
if elongated and ambiguous triangles are excluded from tiadysis, they still need to be computed, and the
time complexity of this algorithm remain(n?). For this reason a simplified version of this algorithm has
been used in the FORS pipeline recipes implementation,enfi@rall possible triangles are considered, but just
those triangles defined by nearby slits.

The 2D pattern-recognition algorithm is also applied inittentification of standard stars, in tHers_zeropoint
recipe: in this case thebservedset, D, contains the positions (in pixel) of detected stara standard star field
exposure. Typically hundreds of star positions would belavie, but for efficiency reasons only the brightest
ones are used for a preliminary identification. The inplservedoositions are therefore opportunely ordered
from the brightest to the dimmest star positions. Tadtern set, P, is derived from the input standard star
catalogue. From the WCS defined in the FITS header of the irflabgieh might be inaccurate, sometimes
shifted by several pixels if the guide star was misident)fi@dsubset of stars expected in the field-of-view can
be selected from the input catalogue: such stars will bedtiorthepattern ordered as well by their brightness,
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and with their RA and Dec coordinates converted into CCD dinaites using again the WCS defined in the

FITS header of the image. For an efficient pattern-recagmitihe number of constructed triangles is drastically
reduced by selecting just the 10 brightest catalogue stabsearching their pattern among the 30 brightest
observed stars. From this preliminary identification of@ited number of stars a first rough transformation from

patternto observecdtan be determined, and then applied to all the stapaiternto complete the identification

of all the standard stars in the observed set.

This 2D pattern-recognition method is also successfullgliag in the correction of the WCS in the WFI
pipeline, and as a possible recovery method for echelleuimgnt instabilities in the X-Shooter pipeline.

10.4.7 Optical distortion model determination

The optical distortion model may be (optionally) obtaingditiing a polynomial transformation to the matching
points on the mask and on the CCD planes, as found by the 2E&rpaitcognition task (see previous Section).
The used polyomial model is described in Section 7.5.

Once the optical distortion model is determined, it is aggplio the positions of the slits on the mask plane,
improving the accuracy of their computed positions on thé&dCC

No optical distortion model can really be defined if there taxe few spectra on the CCD: in that case, just a
local position of the reference wavelength is used for eadividual spectrum, and the slits are left unidentified.

Note that slit identification is not essential to the dataumtidn, and it is hardly a requirement when very few
slits are in use.

10.4.8 Tracing slit spectra edges

The spatial curvature is determined by tracing the slit speetypically from flat field and scientific exposures.
Flat field spectra are ideal for this operation, becauseitmakis continuous and with high S/N ratio; on the
other hand, it is generally necessary to trace also thetdaespectra, to compensate for possible instrument
instabilities. Scientific spectra are generally tracedbdeause the exposure times are typically long enough to
produce a very bright sky spectrum. In case the sky emissiantitraceable, then the curvature model derived
from the flat field exposures must be u$&dCurrently the pipeline does not support tracing of the giien
spectra.

Tracing spectral edges is not a simple task, because ttgpstitra are not always so well detached and isolated
from each other, and edges from different spectra may querlde only possibility is to try to determine a
global trend of the spatial curvature based on the well sleeedges, in order to obtain the curvature also
where it cannot be directly measured (see next Section).

10.4.9 Spatial curvature model determination

A local spatial curvature model is derived by fitting a low g polynomial to the traces of one spectral edge.
If enough spectra are available, the local curvature modglime superseded by a global description obtained by

STracing bright point-like object spectra is not a solutias,they are not distorted just by optics, but by atmosphefiagtion too.
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modeling the coefficients of the local models of all specirae used polyomial model is described in Section
7.5.

10.4.10 Extraction of slit spectra

The extraction of slit spectra consists in reading the spdollowing their curvature. The extracted spectra
are not wavelength calibrated. This extraction method Ig applied to arc lamp or sky spectra before using
them for determining the (local) wavelength calibratioplgmg the 1D peak detection and pattern-recognition
methods described in Sections 10.4.1 and 10.4.2.

All the spectra are read along the spatial direction (ilen@the CCD columns), and each column is remapped
to a new image where the spatial curvature is eliminatedtHarovords, the: coordinate of the rectified image
is still thex coordinate of the CCD.

10.4.11 Alignment of the extraction mask to the scientific sgctra

A variation of the instrument flexures between the calibratind the scientific exposures would invalidate the
extraction mask derived from the calibrations. Also the@eah and the insertion of the slit mask may slightly

change the absolute positions of the slits on the telesaya plane with respect to calibrations. Similarly, the

grism alignment may also vary.

Flexures, non-reproducible mask positions, grism rotatiemperature changes, and other unpredictable effects,
have a complex impact on each of the extraction mask comp®ndre., the optical distortion model, the
curvature model, and the wavelength calibration.

A practical approach to this problem might be to use the skgéctra for deriving a second extraction mask,
following exactly the same procedure described in the pre/sections — where a catalogue of sky-lines would
be used instead of a catalogue of arc lamp lines. The skydbadeaction mask would be statistically less

accurate than the one based on flat fields and arc lamps, fmutldt still be used to determine a best alignment
of the high-quality extraction mask to the scientific obs¢ion.

First, the optical distortion models would need to be coragai he transformation matrix between one model
and the other can be easily determined, because all CCOquesire already associated to the appropriate
mask slit as a by-product of the data processing.

With a similar procedure, the modifications to be appliedo@tial curvature and spectral dispersion models can
also be derived.

Currently the FORS pipeline just derives a correction ferravelength calibration.
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A Abbreviations and acronyms

CPL
DFO
DFS
DO
DRS
ESO
FITS
FOV
FPN
GUI
IWS
MOS
PAF
PSO
PWS
QC
RON
SDD
SOF
uT
VLT
WCS

Common Pipeline Library

Data Flow Operations department
Data Flow System

Data Organiser

Data Reduction System
European Southern Observatory
Flexible Image Transport System
Field Of View

Fixed Patter Noise

Graphical User Interface
Instrument WorkStation

Multi Object Spectroscopy

VLT PArameter File

Paranal Science Operations
Pipeline WorkStation

Quality Control

Read Out Noise

Software Development Division
Set Of Frames

Unit Telescope
Very Large Telescope

World Coordinate System
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B Troubleshooting Guide

See Sections 9.8.3 and 9.9.3. See also [11].



